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2.4.2.   

  

import tensorflow as tf 
from tensorflow.keras import layers, models 



x_train, y_train), (x_test, y_test) = mnist.load_data() 
x_train, x_test = x_train / 255.0, x_test / 255.0  

model = models.Sequential([ 
    layers.Flatten(input_shape=(28, 28)), 
    layers.Dense(128, activation='relu'), 
    layers.Dropout(0.2), 
    layers.Dense(10, activation='softmax') 
 ]) 

model.compile(optimizer='adam', loss='sparse_categorical_crossentropy',  

model.fit(x_train, y_train, epochs=20, validation_data=(x_test, y_test)) 

test_loss, test_acc = model.evaluate(x_test, y_test) 
print("Test accuracy:", test_acc) 

Image.open(path).convert('L'

img.resize((28, 28)) 
np.array(img) / 255.0

np.expand_dims(img_array, axis=0)
model.predict(img_array)



np.argmax(prediction)
print

except Exception as e



"Training history:"
"Train Loss:" 'loss'
"Train Accuracy:" 'accuracy'
"Test Loss:" 'val_loss'
"Test Accuracy:" 'val_accuracy'
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3.3.5.  Cart Pole)
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import gym 
import numpy as np 
import math 
import matplotlib.pyplot as plt 
import pandas as pd 
 
#   CartPole 
env = gym.make('CartPole-v1') 
 

 
n_buckets = (1, 1, 6, 3)  

 
- -

= 36) 
state_bounds = list(zip(env.observation_space.low, env.observation_space.high)) 
state_bounds[1] = [-0.5, 0.5]  #    
state_bounds[3] = [-math.radians(50), math.radians(50)]  #  

   
 



#  Q-  
n_actions = env.action_space.n #  
q_table = np.zeros(n_buckets + (n_actions,)) 
 

 
-  

epsilon = lambda i: max(0.01, min(1, 1.0 - math.log10((i + 1) / 25)))  
 

 
alpha = lambda i: max(0.01, min(0.5, 1.0 - math.log10((i + 1) / 25)))  

 
gamma = 0.99   
 

 
def discretize_state(obs): 
    

 
    ratios = [(obs[i] + abs(state_bounds[i][0])) / (state_bounds[i][1] - 
state_bounds[i][0]) for i in range(len(obs))] 
    discretized_obs = [int(round((n_buckets[i] - 1) * ratios[i])) for i in 
range(len(obs))]  #     
    discretized_obs = [min(n_buckets[i] - 1, max(0, discretized_obs[i])) for i in 
range(len(obs))]  # ,      

 
    return tuple(discretized_obs)  

 
 

-  
num_episodes = 1000 
rewards_per_episode = []   
epsilon_values = []   
for episode in range(num_episodes): 
    state = discretize_state(env.reset())  #   
    done = False 
    total_reward = 0   
    while not done: 
        -  
        if np.random.random() < epsilon(episode): 
            action = env.action_space.sample()  

 
        else: 



            action = np.argmax(q_table[state])  -
 

 
        

 
        next_state, reward, done, _ = env.step(action) 
        next_state = discretize_state(next_state) 
 
        -  
        best_next_action = np.argmax(q_table[next_state]) 
        q_table[state][action] += alpha(episode) * (reward + gamma * 
q_table[next_state][best_next_action] - q_table[state][action]) 
 
        state = next_state   
        total_reward += reward 
 
     
    epsilon_values.append(epsilon(episode)) 
    rewards_per_episode.append(total_reward) 
 
     
    if (episode + 1) % 100 == 0: 
        print("Episode:", episode + 1) 
 
#   
env.close() 
 
#     
plt.plot(range(num_episodes), epsilon_values) 
plt.title('Epsilon Decay') 
plt.xlabel('Episode') 
plt.ylabel('Epsilon Value') 
plt.show() 
 
#      
plt.plot(range(num_episodes), rewards_per_episode) 
plt.title('Rewards per Episode') 
plt.xlabel('Episode') 
plt.ylabel('Total Reward') 
plt.show() 
 
#  DataFrame  Q-  



q_table_df = pd.DataFrame(q_table.reshape(-1, n_actions), columns=[f"Action {i}" 
for i in range(n_actions)]) 
q_table_df.index.name = 'State' 
print("\nQ-table:") 
print(q_table_df) 

 











3.4.  
 

 



 
3.5.   


