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1. OCHOBHBIE TPEBOBAHHUA M MNOPAJOK BbIIIOJIHEHUA
JABOPATOPHOM PABOTHI

Hacrosiee yaeOHO-MeTOIMUECKOE TTOCOOME NMPEAHA3HAYEHO JUIS CTYJCHTOB
HaIPaBJICHUs OArOTOBKU 09.03.01 (HampaBIEHHOCTb (npocunb)
VHTennexTyanpHble CHCTEMBI 00paOOTKM W aHajdW3a JIaHHBIX), BBITOIHSIOMINX
nabopaTopHble pabOThl 1O JUCHMIUIMHE MeToxbl MAIIMHHOTO OOy4YeHus |
HEHpPOHHBIC CETH U HampaBieHUs MOAr0TOBKH 25.03.03 (HampaBIeHHOCTH (IIPOQUIL)
Okcmmyaranys OECIMIOTHBIX aBUAIMOHHBIX CHCTEM ), BBITTOIHSIOMINX 1a00paTOpHbIC
pabotsl o nucuumimHe Heliponnsie cetu B cootBeTcTBUU ¢ PI'OC3++. B nanHoe
y4eOHO-METOMYECKOe IMOocoOMe  BKIIOYCHBI MaTepHadbl UL BBIIOIHCHHS
J1a00PaTOPHBIX pa0dOT cooTBeTCTBEHHO Ne 3-4 1 Nol-2.

[IpomomKUTeTbHOCTD KaX 10! 1abopaTOpHOM paboTH! - 4 Jaca.

Lenpio mpoBegeHUs Ta00pPaTOPHBIX paboT SABISETCS 3aKPEIUICEHHE OCHOBHBIX
TEOPETUIECKHX MOT0KEHNH, H3JI0KEHHBIX B JICKIUAX M0 YKA3aHHBIM JUCIUIUINHAM.

B nporiecce BINONHEHUS J1a00PaTOPHBIX PadOT OCYIIECTBISCTCS:

- 3aKpeIUICHHE OCHOBHBIX TEOPETHUYCCKUX MOJO0XKEHUH, W3T0KEHHBIX B
JIEKIUSIX HA IPUMEpE IHUPOKO HUCIIONB3YEMBIX apXUTEKTYp HEHPOHHBIX CETEH;

- IOJTy4EeHUE HABBIKOB U IPHEMaMH CO3/1aHUs U 00yueHUs HEHPOHHBIX CEeTeH;

- NCTIONIE30BaHNE TEXHOJIOTHH TIPOTpaMMHpPOBaHIs Ha Python.

JlaGoparopHasi paboTa COCTOUT U3 CIEAYIONIUX ATAIOB!

1) moMarmHsist MOATOTOBKA;

2) BBINOITHEHHE paOOTH HA KOMITBIOTEPE B COOTBETCTBHH C 3a/IlaHUEM;

3) chaua BBINOTHEHHOH pabOTHl MpENojaBaTeNi0 Ha IEPCOHATBHOM
KOMITBIOTEPE;

4) pacrieyatka pe3yJIbTaTOB padOTHI Ha IIPUHTEPE;

5) opopmiieHre oTUETA;

6) 3amuTa 1a60paTOpHON PabOTHI.

B nporecce nomamrHel Mo roToBKN CTYACHT:
- U3ydYaeT JCKIIMOHHBIA MaTepual,
- Marepual 1o TeMe J1abopaTopHON padOTHl JAHHOTO YIeOHO-METOANIECKOTO
I0COOMS M IOTIOJHUTENBHOM JIUTEPATyPBbI;

- 3HAKOMHUTCS C 3aJJaHHEM Ha BBITIOJIHEHHE JIAOOpaTOPHON paboThI;

- TOTOBHUT IIPOEKT OTYETA IO BBHIIIOIIHEHHUIO JTA00OPATOPHOH PabOTHI.

BBITIOJTHEHUE naboparopHoii paboOTbl MPOBOAUTCS BO BpeMs 3aHATHH B
KoMIbrOTepHOM Kiacce MI'TY I'A B puCyTCTBUM IpENojaBaTelsi B COOTBETCTBUU C
pacnucaHueM, YTBEpXKAEHHBIM MpopekropoM no YMP u MII MITY TA. B
IpoIlecce  BBIMOJHEHUS J1TabopaTOpHONH  pPabOTBI  CTYAEGHT IOCIEI0BATEIBHO
BBITIONHSET 3amanue. Ilo 3aBepmieHHIO pabOTBHI - JEMOHCTPUPYET IPETOJaBaATEIIO
Ppe3yJabTaThI.

CHAYA PABOTBI mnpenomaBaTento Ha MEPCOHATBHOM KOMIBIOTEpE
3aKII09aeTcs B JCGMOHCTPAllMM  BBITOJHEHHONW  paOOTBl W BBHIMONHCHHH



HEMOCPEACTBEHHO TpH  TpernojaBaTele WHIMBUAYaIbHOTO  JIOMOJIHUTEIHEHOTO
3aIaHUs.

OTYET mno xaxaoi mabopaTopHON paboTe MODKEH COAEp)KaTh: Ha3BaHME
paboThl; 1enb 1abopaTOpHOHM pabOThHI; 3aJaHHe Ha BBINOJHEHHE J1a0OpaTOPHOH
pa0OoThl; KpaTKMe KOMMEHTAapUU IO BBIIOIHEHHIO J1abopaTOpHON paboTHI;
pacrieqaTky (haifroB pe3yIpTaTOB WIIN THArpaMM, MOJIIICAaHHEIC TPEMOaBaTeICM.

3AIINTA nabGopartopHOil pabOTHl  MPEMOJABATENIO  MPOBOIUTCSA IO
KOHTPOJBHBIM BONpPOCAM U MpPH HATHMYUH O(OPMIIEHHOTO oOTdeTa (pacrmedaTku
pE3yIbTaTOB BBINOJHEHHUA JTa0OpaTOpHOIl pabOTBI  JOJDKHBI OBITH aKKypaTHO
npuksieensl). [locne 3amuThl 1abopaTopHOi pabOTHI MperojaBaTesieM —JICJIACTCs
COOTBETCTBYIOIIAs 3aITUCh Ha OTYETE CTY/ICHTA.

PEMTUHI'OBBIM KOHTPOJIb 1o 1aG0paTopHBIM PaboTaM MPOH3BOILHTCS
Opu HX cAade BO Bpems JabopaTopHbIXx 3aHsTuil. Ilepen BbIMOTHEHHEM
nmabopaTopHOif  pabOTBl  NMPOM3BOMUTCS  DKCIIPECC-OMPOC UL  OIPEICTICHUS
TOTOBHOCTH CTYJICHTOB K BBITIOJIHEHHIO PaOOTHI (3HAHUS TEOPETUUECKOTO MaTepuaia,
uenei paboThl U T.J1.).

1) Homyck x JIP

Jonyck x BeimojHEeHHIO JIP mponcxomuT B BHIE YCTHOTO ompoca (TIPH yCIOBUH
HAJIMYUS Y CTYACHTA NCYaTHOW BEPCUH THTYJIBHOTO JIUCTAa OTYETA IO JIAOOPATOPHOM
paborte).

CTyleHT, He TNPOIMIEANINI YCTHBIH OMPOC K BBITOJHEHUIO JIAOOPATOPHOM
paboThI HE IOMTYCKACTCS.

2) Bemonnenne u 3ammta JIP
MuHuManeHasi OLEHKa BBICTABIISETCS 3a BBIIOJIHEHHYI0 M 3alUIIEHHYIO
nabopartopHyo paboTy, a JOMOJHUTENbHBIMU OajllaMHd OIIEHHWBAETCSl KadyeCTBO
BEIITOJTHEHHOW J1Ta00paTOpHOW pa®OoTHI M TIOTHOTA 3HAHUH, TOKa3aHHAS CTYACHTAMU
mpu ee 3ammre. JlabopaTopHas paboTa CUUTAETCs CIACIAHHOW, €CIIM OHA BBHITOTHECHA
MIOJIHOCTBIO B COOTBETCTBUHU C 33JaHUEM.

Cpoxu coauu nabopamopHuvix pabom

Homep
nmabopaTopHOH JlaGopartopras paborta Cpoxk craum™
paboTe!
1 JlaGoparopnas padora Ne3(1) JlaGoparopnas pabota Ne3(1)
2 JlaboparopHas pabota Ne4(2) JlaboparopHas pabota Ne4(2)

*Cpok coauu 1abopamopHoli pabomuvl — @ COOMEEMCMBUU C PACHUCAHUEM
npogedenust 1abopamopHuix pabom.

3) Oruer mo JIP
Otuer mo mabopaTopHOH paboTe MpeAcTaBiIseTcs B IeYaTHOM Buae B (opmare,
MIPEIYCMOTPEHHOM MIa0JIOHOM OTYeTa IT0 JabopaTopHOii padore.

4) 3amura JIP
OT4eT HEe MOKET OBITh PUHST ¥ TIOJISKUT JOpabOTKE B CITydae:



6

- HEKOPPEKTHOH 00pabOTKH Pe3yIbTaTOB BHITOIHEHHUS JTa00PaTOPHOIH PabOTEHI;
- HEOPEIKHOT'O BHIITOJTHCHNS,

- HU3KOT'O KauecTBa MPEACTaBICHHOT0 MaTepuana (HEMOIHOEe pelieHre);

- OTCYTCTBHS HCOOXOMMBIX Pa3/esiOB OTUETA;

- OTCYTCTBUS HEOOXOJUMOT0 rpahUuecKoro MaTepuana;

- OTCYTCTBHA BBIBOJOB I10 pa60Te u T.II.
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2. TABOPATOPHAS PABOTA Ne3(1)

CO3JJAHHUE HEWPOCETH JJIs1 PACIIO3HABAHUS
PYKOIIUCHBIX IU®P U3 HABOPA JAHHBIX MNIST C
MNOMOIIBIO KERAS

2.1. Hesan padoThl

Lenpto JgaHHOH pabOThI SIBISETCS MOJyYeHHE MPAKTHYECKHUX HABBIKOB
[IPUMCHEHUsSI OCHOBHBIX METOJIOB IEPBHYHONH OOPaOOTKH MAaHHBIX M HEUPOHHBIX
ceTeli ¢ momoinsio ondimoteku Keras (python).

2.2. 3axaHue HA BBINOJIHEHNEe PAadOThI
1. Hammucats HelipoceTs T pacliO3HABaHUS PYKOIMCHBIX (P AaTaceTa.
MNIST ¢ nomormsto 6ubnuorexu Keras.
2. BeiBecTn: cTopun 00y4eHUS MOJICIH, TPaUK TOYHOCTH; MaTPHILY OIIHOOK.
3. JonomHuTenpHOE 3amaHMe: Pa3paboTate MOAETs OMpPEAETCHUS MapKu
aBToMoOWIst 1o  Qortorpaduu. Jlatacer mpemocraBieH. Heobxoaumo
pa3paboTaTh MHUIOTHBIA MTPOEKT, T/I€ CO3MaHHAs U OOydYeHHas HelpoceTs OynmeT
pasnu4aaTh (¢ TOYHOCTBI0 60%) 3 Mapku aBTOMOOMITCH.

2.3. ITopsia0K BHIMOJTHEHUS

1) TloaxmrounTsh OnbMMoTexkn Keras.

2) 3arpy3uth HAOOP JAHHBIX C PYKOITMCHBIMH HU(ppPaMH.

3) IIpeobOpazoBaTh TaHHBIC IS 0OPAOOTKH.

4) Co3maTh U CKOMIHINPOBATh HEHPOHHYIO CETb.

5) OOyuuTh HEHPOHHYIO CETb.

6) CoxpaHHTh O0YYCHHYIO HCHPOHHYIO CETh.

7) Hcnonb30BaTh ceTh AJIsl PACIO3HABAHUS PYKOIMCHBIX LUMP.

8) IlpoBecTu aHAIN3 U C/ENIATH BBIBOJIBI MO CIEAYIOLUINM JJAHHBIM:
- HCTOPHUHU 00YUYECHUSI MOJCIIH;
- rpauk TOYHOCTH;
- MaTpHIa OIIHOOK.

2.4. OcHOBHbIE TEOpeTHYECKHUE CBEeHUS U MPHeMbI padoThI

2.4.1. Beenenue

Knaccuueckoit 3anmaveid, pemaeMoil HEHMpOHHOM CETBIO  TPaTUIIMOHHO
CUMTaeTCs paclo3HaBaHWe wn300paxkeHWil. JlaHHas 3amada OTHOCHTCA K 3ajaue
KJIACCU(MKAIIHH.

Teopuss pacrmo3HaBaHUs PYKOMUCHBIX IU(pP OCHOBaHA Ha MHCIOIb30BAaHUU
cB€prounbix HeWpoHHbIX cereit  (CNN). DT0 crnenmanbHas —apXHTEKTypa
HCKYCCTBEHHBIX HEHPOHHBIX ceTei, mpenioxenHas SIHom Jlekynom B 1988 rogy u
HarnesieHHasi Ha 9 (eKTUBHOE pacro3HaBaHUe 00pa3oB.
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Convolutional neural network (CNN, ConvNet), uiu cBepToUHas HeHpoOHHAs
CeTh - KJacC TIIyOOKUX HEHPOHHBIX CeTel, YacTo NPUMCHSCMBIA B aHAIN3E
BU3yaJIbHBIX 00pa3oB. CBepTOYHBbIC HEHPOHHBIE CETH SBISIOTCS Pa3HOBHIHOCTHIO
MHOTOCJIOWHOTO TIEPCIIETITPOHA C UCIIOJIb30BAaHNEM OTepaliii cBEPTKH. CBEpPTOUHBIC
CJIOW MCHOJIB3YIOT OIEPALMIO CBEPTKHU JUIS BXOJHBIX JaHHBIX M MEPEJaloT Pe3ysbTar
B CICAYIOUIMU CJIOW, T.e. CeTh INIy0)KE C MEHBIIMM KOJIMYECTBOM IapaMeTpOB.
CBepToYHbBIC CETH HAIUTM NPUMCHEHHE B pACIO3HABAHMH HM300pPAKCHHUH U BHIIEO,
peKOMEHJATEeNbHBIX CHCTEMax, Kinaccudukanuu wu3o0pakenuit, NLP (natural
language processing) i aHaI3¢ BPEMEHHBIX PSIOB.

B kadecTBe BXOJHBIX JaHHBIX CBEPTOYHAs HEHPOHHAs CETh B OCHOBHOM
MIPUHUMAaET IBeTHBIe M300pakeHHMsa B ¢opmare RGB. B crmywae ¢ pykomucHbIMH
nudpamMu Ha BXOZ MIPUXOAUT YEpHO-0e0e M300pakeHne, a 3HAUNT, KaHAJ IIBETHOCTH
OyZeT TOJBKO OAMH.

B CcBepTOYHBIX HEUPOHHBIX CETSAX, HCIOJIB3YyeMbIX JUis 00paboTKu
n300paXeHUH, HHPOPMAIIS TPOXOANUT Yepe3 HECKOIBKO cI0EB 00padoTku. Kaxbrit
CIIOW BBIMIOJHSCT OMPEneEHHY0 (DYHKIHUIO 10 00pabOTKE CHUTHANIA M M3BJICYCHUIO
MIPU3HAKOB M300pakeHus (puc.1).

BX04

8bIX0A,

nepsbiit oM 8TOpPOV cAioM TpeTuii cnoi

Pucynox 1 — CtpykTypa HEHpOHHOI ceTn

3amagya oOyueHWS HEHPOHHOW CETH COCTOMT B HAaXOXJICHHU BECOBBIX
KO3 UITMEHTOB, 00eCTIeYNBAIOIINX TPAaBUIBHOE paclo3HaBaHue nmudp. ITa 3amada
pelaeTcsi MeTOJIOM 0OpPaTHOTO PACIIPOCTPAHCHHUS OIIUOKH.

ITocne o0yuyeHuss Mo CBEPTOYHONH HEHPOHHON CETH BBITIOJIHSAETCS OLEHKA
TOYHOCTH MOJIENH C TIOMOIIBI0O METPUK KIacCH(PUKAIIUM I KaXIOW W3 1udp
OTACIBHO.

OnHUM W3 COBPEMEHHBIX IIOAXOJO0B B PACHO3HABAHWH T'€OMETPHUCCKHUX
00pa3oB SBISIETCS MOIXOJ, OCHOBAaHHBII HAa BIHCHIBAHUHM HESBHBIX IMOJHMHOMOB B
o0xako Touek. IImrocoM JaHHOTO MOAXO0/A SBISIETCS €r0 YHUBEPCATbHOCTD, U KPOME



9

TOTO, JJIS €ro NMPUMEHEHUs HE HYXHO IMPOBOAMTEH TIIATEIBHYIO MPenoOpadoTKy
JaHHBIX. HemocpencTBeHHOE pPAa3BHTHE B HTOIOBOM AITOPUTME KIacCU(UKAIUN
JMAHHBIA TIOJXOA HE TOJNYYWI, W PACCMAaTPUBACTCS CKOpee KaK MepCIeKTHBHOE
HaTpaBlicHWe JaibHeimero wuccinenoBaHus. Jlns OompmmHcTBa 1IHIpp  Oe3
pe1oOpaboTKH Takoil MeTO Aa€T HEOCMBICICHHBIN pe3ynbTatr (puc.2).

Pucynok 2 - Onucanue ¢ pst 0 nonuHoMoMm 4 cTeneHu

Hast NPEOIONICHUsI  HEJIOCTaTKOB ~ METO/A, OIMCAHHOTO  BBIIE, MOXKHO
BOCIIONIB30BaThCS ero Moaudukanueil — 3L anroputMom. CMBICT 3TOTO aaropuT™Ma B
TOM, 4YTO JIEJIACTCS TIONBITKA PA3[elUTh OOBEKT Ha J(Ba KjIacca M HIIETCS Takas
KpHBasi, KOTOpasi HAaWJIy4dIInM 00pa3oM OoThessuia Obl 3TH J1Ba Kilacca. DTOMY METOJy
(akTHYeCKH ¢ TOYKH 3pPEHHsS BH3YaJbHOTO COBIIAJCHHS HEOOXOAWMO yKa3aTb
«KOPHJOP», BHYTPH KOTOPOTO TIPOILEI OTHHOM.

Pe3ynbraThl IPUMEHEHHS 3TOr0 METO/Ia IIPECTABICHBI Ha pHC.3.

KpuTHYHBIM JJIs1 JJAHHOTO MeEToJa SIBJISIETCS HEOOXOJMMOCTh YKa3bIBaTh
aJITOPUTMY HAOOp BHEIIHMX M BHYTPEHHUX TOUYCK. TaKOH alrOPUTM YCIOXKHSETCS
HEIMpPOINOPIMOHAIBHO YIIYUIICHUIO KauecTBa KiacCU(UKalnK, KOTOPBI 3TOT METOA
MOTEHIMAIBHO MOXeT obecrednth. Kpome TOro, Hekotopbie IH(pPbI, TaKue
HampuMmep Kak «3», IJIOXO ONUIIYTCS MOJIMHOMOM TaKHM CIIOCOOOM, Tak Kak
MOJMHOM (YHKIMS TJIaaKasi, a y «3» CepeIMHHYIO YacTh MPEJICTABISETCS CI0KHBIM
OITNCATH TIIAJKO.

HermocpencTBeHHas kiaccu(UKanus ¢ MOMOILIBIO JJAHHOTO METOJa MOIJa Obl
MIPOBOAMTECS, Oaromapst CKPEIIMBAaHHWIO €ro C IEMHBIM KOAWPOBAaHHEM: IIOCIe
HaXOXK/JCHUs IIOJMHOMA, MOXHO IPUMEHUTH LENHYI0 KOIUPOBKY YK€ HE JUIs
HCXO/IHOTO 00BEKTa, a /Ul MOJIMHOMA, €TI0 OIUCHIBAIOIIEro. Takas KOAMpoBKa OyneT
Oojiee «riamkoiy, a, CIeaoBaTeNbHO, BCe OOBEKTHI OJHOTO Kiacca OymyT OoJbie
TIOXO’KH Ha CBOH KJIAacC M CHIIbHEE OTIMYAThCsl OT 0OBEKTOB HE CBOETO Kilacca.

B nanHo# nabopaTopHOil paboTe ucmonb3yroTcs oubnuoreku TensorFlow u
Keras qmst pacrio3HaBanus pyKOonuCHBIX U n3 n3BectHoro matacera MNIST.
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Pucynoxk 3 - Pesynsrat npumenenns 3L anroputMa k mudpam 2 u 5

Haracer MNIST conepxxut 70 000 m300pakeHHH pYKOIHUCHBIX H(P, KaKIoe
U3 KOTOPBIX IIPEJCTaBIsieT co0OM uepHOo-Oenmoe u300pakeHHe pasMepoMm 28x28
nukcenei. OH pasneneH Ha aBe act: 60 000 odpasros ans oOyuenus u 10 000 s
TecTUpOBaHUs Mojenu. Jlaracer 3arpyxaercs HanpsMyro depe3 oubmuoreky Keras,
MO3TOMY HE TpeOyeTcss yCTaHOBKA JOMOJHUTENbHBIX (aiinoB. [laHHBIE YyiKe
pa3zereHsl Ha 00YJaronIyio M TECTOBYIO BRIOOPKH, UTO TTIO3BOJISICT CAEIATh aKIIEHT Ha
CO3JJaHUU U 00YUEHUH MOJCITH.

Ilocme 3arpy3ku W HOpMaldW3allMK JAHHBIX CO3MAaeTCs Moxaenb. s 3Toro
ucnonesyercs: Sequential API n3 Keras mis noctpoenust mogenu. Pa3padaTeiBacmast
HEHpoHHast ceTh OyJeT COCTOSATh M3 BXOJHOTO CJOS, KOTOPBIM "BBIIpAMIISeT'
n3o0pakennss u3 2D B BEKTOp, ABYX CKpPBITHIX clioeB ¢ 128 m 64 HeiipoHamu
COOTBETCTBEHHO U (pyHKImel aktuBauun ReLU, u BerxogHoro cios ¢ 10 HelipoHaMu
(mo xonmmyecTBy KiaccoB mudp) m QyHkuued axtuBammu softmax mis moigydeHHs
BEPOATHOCTEH KI1ACCOB.

OOyueHue MOAENU - 3TO MpPOLECC, B KOTOPOM MOJENb YUUTCS Paclo3HaBaTh
MIpaBUJIbHBIC MATTEPHBI B JaHHBIX. B HameMm ciaydae - oOydaeM ee paclo3HaBaTh
pyxonmcHbIe UL [Ipu 00ydennn ucromszyeM Metox fit. PesynpraTel momydaem
ocJie 3aJaHHOT0 KOJIMYECTBA DIOX.

Pabota c¢ 6a3oif mamHeix MNIST. s oOyueHus HeHpoHHOH ceTHm Oymaem
HCTONB30BaTh  apxuB  http://deeplearning.net/data/mnist/mnist.pkl.gz ¢  caiita
JlabopaTopun MamuHHOTO OOyueHHs YHuBepcutera MoHpeais, chOPMUPOBAHHBIN
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Ha ocHoBe 0a3wl nmaHHBIXx MNIST, kotopbiit comepxkut 70 000 wuzoOpakeHUit
PYKOIIUCHBIX (P, pa3ieIeHHBIX Ha TPU Habopa:

1) training data — nHabop m3 50 000 wu3oOpakeHWN NpeAHA3HAUCH IS
00ydeHUs] HEUPOHHBIX CETEH;

2) validation data — naGop n3 10 000 wm30OpakeHW NpeAHA3HAYEH [UIS
TEKyIIeH OIEHKH PabOTH! alrOpUTMa 00YIEeHHUS 1 Tog0opa mapaMeTpoB 00yUCHHS
3) test_data — mabop u3 10 000 nzo0OpaxkeHUit peHa3HAYCH I IPOBEPKH PabOTHI
HEHUPOHHOU CceTel;

Kaxp1it HabOp COCTOUT M3 IBYX CHICKOB: CIIMCKA H300paykeHNH (B IpaIaIiisx
CEeporo) W COOTBETCTBYIOIIETO crucka nudp B auanasone ot 0 mgo 9. M3o0paxkeHue
MPEJICTAaBIIEHO B BHJE OJHOMEPHOTO numpy-maccuBa pasmepa 784 = 28 x 28
3HaueHuit ot 0 710 1, rae 0 COOTBETCTBYET YepHOMY IBETY MUKCeNa, a 1 — Oeomy.

2.4.2. IIpuembl padoThI

1. Cragana uMnoptupyrorcs Heooxonumele ondmmotekn TensorFlow u moamoxymn
u3 TensorFlow.keras.
2. Nanee nanusie MNIST 3arpyskaroTcst 1 HOpMaIH3YyIOTCSl IyTEM JIeJeHus Ha 255
JUTS MacIITaOMpOBaHUs 3HAYCHUH MuKcenei B quamna3on ot 0 o 1.
3. Coznaetcs momenb Sequential, coctosimast 3 cnoes Flatten, Dense u Dropout, a
TaKXKe BCETO J[Ba CIIOS:

- CKPBITBIM MOJIHOCBSI3HBIN CIION;

- BBIXO/IHOM cioii ¢ pyHkunusamu aktuBanun ReLU u Softmax cooTBETCTBEHHO.
4. Mojienb KOMIHIAPYETCS :

- ¢ ontumusaropoM "adam",

- (ynkmueit moteps "sparse_categorical crossentropy”,

- ¥ MEeTpUKOH "accuracy".
5. Jlanee mPOMCXOAUT 3Tan 00ydeHUSI MOJEIN Ha 00YYaOIINX JAHHBIX C 5 31I0XaMH,
1 mporiecc 00yueHUs BKIIOYAET BAJTUIANNIO HA TECTOBBIX JAHHBIX.
6. OneHUBaeTCsT KAYECTBO MOJICIH Ha TECTOBBIX JAaHHBIX ITyTEM BBIYHCICHUS TOTEPh
Y TOYHOCTH, U BBIBOAMUTCSI 3HAUEHHUE TOYHOCTH Ha dKPaH
7. Wner obpaboTka BBOAA IIOJNIB30BATENIEM KAPTUHKH W pacllO3HaBaHWE Ha HEH
TEKCTA.
C nomoripio 00y4eHHON MOAETH UAET NMpeacKa3aHne NU( Pl Ha N300pakeHNUN.
8. 3aKITIOYUTETBHBIN 3Tal 00paOOTKH OITHOOK.

Kop, siBsieTcst MMIUIEMEHTAIMel HEHPOHHOI ceTH Al 00y4eHUsI Ha JaTaceTe
MNIST c¢ wucnonws3oBanueM Oubnmuorexkn TensorFlow. Ilporecc HauyuHaeTcss
3arpy3Kd U MpeaoOpaboTKK NAHHBIX, a 3aTeM MOJCTh HEWPOHHOH CeTH co3maeTcs,
KOMIWJINPYETCs, 00y4aeTcsl, U OLIEHUBACTCS Ha TECTOBBIX JaHHBIX.

1. Cuavanma, mMmmoptupyercsi TensorFlow u ero moaMomyiw, HCIOIB3YS
CIIC/IYIOLICE BBIPAYKCHUE!
import tensorflow as tf
from tensorflow.keras import layers, models
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3necy ummoptupyem TensorFlow mox mveneM tf 1 HeKOTOpBIE U3 €r0 KOMIIOHEHTOB
u3 MoayJis Keras, Takue kak layers u models.

2. 3arem, 3arpyxaem u mpenoOpabarbiBaem nmatacer MNIST mpu momorn

CIICAYIOIIETO KOJIa:

(x_train, y_train), (x_test, y_test) = mnist.load_data()

X_train, x_test = x_train / 255.0, x_test / 255.0

Oror kojx 3arpyxkaer garacer MNIST, KOTOpbI COCTOMT U3 H300pa)KeHUH
PYKONUCHBIX IM(P W HX METOK, W 3aTeM HOPMalHM3yeT 3HAYCHHs ITMKCENeH B
nuanasone ot 0 1o 1 myrem neneHus Ha 255.

3. Cnenyromui 1mar - CO31aHue MOJENIN HEUPOCETH:
model = models.Sequential([
layers. Flatten(input_shape=(28, 28)),
layers.Dense(128, activation="relu’),
layers.Dropout(0.2),
layers.Dense(10, activation="softmax’)
y

DTOT KOJ| CO3aeT IMOCIIEIOBATEILHYIO MOJICITh HEHPOCETH, KOTOpasi BKIIFOYAET B CeOs
ciaou JuUIs  TpeoOpa3oBaHMsS JBYMEepHOro MaccuBa B ojxHomepHbiid  (Flatten),
MOJIHOCBSI3HOTO cyiosi ¢ (yHknued aktuBanuu RelLU, Dropout cmost st
MPEJOTBPAICHHS TMEPeOOyUCHUs, U 3aKIIOYUTEIBHOIO IIOJHOCBS3HOTO CIIOS C
¢GyHKIMEH akTHBAIMK Softmax It mpeacKa3aHus BEPOSITHOCTEH st Kaxaon u3 10
KJIACCOB IIUGP.

4. KoMOuasmust MOJIENH:
model.compile(optimizer="adam', loss="sparse_categorical_crossentropy’,
DTOT OJIOK KOJIa KOMIIIUPYET MOJIENb ¢ ONTHMHU3aTOpoM 'adam’, GpyHKIMEH MOTeph
'sparse categorical crossentropy' u MeTpukoi TouHoCcTH (‘accuracy').
5. O0y4eHue MOJIeI:
model fit(x_train, y_train, epochs=20, validation_data=(x_test, y_test))
B stom Onoke kojga Monenb oOydaeTcsi Ha OOydYalolmMX JaHHBIX C 5 JIOXaMH
00y4eHUs, U JIOTIOTHUTENHEHO MPOUCXOINT BaJHIAINs Ha TECTOBBIX TaHHBIX.

6. O1eHKa KayecTBa MOJIENH:
test_loss, test_acc = model.evaluate(x_test, y_test)
print("Test accuracy:", test_acc)

7. O0paboTKa BBOJIA OT IOJIL30BATEIIS M MPE/ICKa3aHUE:

[Muxn while True A BBo1a MyTH K M300pasKEHUIO.
Image.open(path).convert('L'Y#OTkpbiTie H300paKeHUsT W NpeoOpa3OBaHHE €ro B
OTTEHKH CEepOro.
img.resize((28, 28)) #/13meHenue pazmepa n3oopakeHus a0 28x28.
np.array(img) / 255.0 #lIpeoGpa3oBanue u3oOpaxkeHuss B maccuB NumPy u ero
HOpMAaJIA3aIHUs
np.expand_dims(img_array, axis=0) #]]obaBneHne u3MepeHUs IS IPEICKa3aHusl.
model.predict(img_array) #I1penckasanue kiiacca Ha U300paKCHUH.
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np.argmax(prediction)#IlonydeHne WHAEKCa Ki1acca ¢ HAUOOIBINEH BEPOSTHOCTHIO.
print("lpenckazannas mudpa:", digit) #BeiBox npepckazaHHON TUPPEHL.

8. O6paboTKa BO3MOMXHBIX OLTHOOK:
except Exception as e # O0pab0TKa UCKITIOYCHUH.
print("Owubxa:", e) #BpBon cooOuienus o0 omwuOKe, €ciau IPOH3O0LLUIO0
HCKITIOYCHHE.
Takum 00pazoMm, OLIEHHBAaEM KadyecTBO MOJICITH Ha TECTOBBIX JJAHHBIX.

OjivH U3 BapUAHTOB KOJIa IPOrPaMMBbI IPUBEICH HIDKE.

import tensorflow as tf

from tensorflow.keras import layers, models
from tensorflow.keras.datasets import mnist
import numpy as np

from PIL import Image

# 3arpyska u npego0paboTKa JaHHBIX
(x_train, y_train), (x_test, y_test) = mnist.load data()
X_train, X_test = x_train/ 255.0, x_test/255.0 # Hopmanusauus naHHBIX

# Co3pnanue MoJenu HelipoceTu
model = models.Sequential([

layers.Flatten(input_shape=(28, 28)), # [Ipeobpa3zoBaHue JByMEPHOT'O MaCCHBA B
OJTHOMEPHBIN

layers.Dense(128, activation="relu'), # [ToaHOCBS3HBI# Cl10# ¢ PyHKIHEH
aktuBauuu ReLU

layers.Dropout(0.2), # Dropout 11st mpeZoTBpamieHHs IepeoOyICHHS

layers.Dense(10, activation="softmax') # BsixonHol cioii ¢ pyHKIMEH akTUBaUN
Softmax amst mpencka3aHus BepoOITHOCTEH

D

# KoMmuisiust Moiesi
model.compile(optimizer="adam', loss='sparse categorical crossentropy’,
metrics=['accuracy'])

# OOyueHue Mozienu
model.fit(x_train, y_train, epochs=5, validation_data=(x_test, y_test))

# O1eHKa KauecTBa MOJIEH Ha TECTOBBIX TAaHHBIX
test_loss, test acc = model.evaluate(x_test, y_test)
print("Test accuracy:", test_acc)
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# O6paboTka BBOJA OT MOJH30BATENS U MPEACKA3aHUE

while True:
path = input("Beeaure myTh kK H300pakeHHUIO ¢ PyKOMMCHON Iudpoit (nim 'exit’
JUTs BBIXOJ1A): )
if path.lower() == 'exit"
break
try:
img = Image.open(path).convert('L') # IIpeoOpa3oBaHue B OTTEHKH CEPOTO
img = img.resize((28, 28)) # M3amenenue pazmepa nuzoOpakeHus 10 28x28
img_array = np.array(img) / 255.0 # IIpeoOpa3oBanue B numpy MaccuB
HOPMaJTH3aLHsI
img_array = np.expand dims(img_array, axis=0) # /lo6aBicHHE pa3sMEpHOCTH
JUISL TTPEICKA3aHus
prediction = model.predict(img_array) # [Ipencka3anue kiiacca
digit = np.argmax(prediction) # ITomy4yenue uHaEKCca Kiacca ¢ MaKCUMaJIbHON
BEPOSITHOCTHIO
print("TIpenckasannas mudpa:", digit)
except Exception as e:
print("Ommubxa:", e)

BbIBOJT HICTOPHH O0YUCHHUST MOJIEITH

print("' Training history:'")

print(""Train Loss:", history.history['loss'])

print(""Train Accuracy:", history.history['accuracy'])
print("'Test Loss:", history.history['val_loss'])
print(""Test Accuracy:", history.history['val_accuracy'])

I'paduk TouHOCTH
plt.subplot(1, 2, 2)

plt.plot(history.history['accuracy'], label='"To4HOCTH TPEHMPOBOYHOTO
Habopa',color='g")

plt.plot(history.history['val_accuracy'], label="TouHocTh TecToBOrO
Ha6opa',color="y")

plt.title('TounocTn')

plt.xlabel('Imoxu")

plt.ylabel('"TounocTs')

plt.legend()

plt.tight layout()

plt.show()



15

Martprumna omm6ok

y_pred = np.argmax(model.predict(x_test), axis=-1)
cm = confusion matrix(y test, y pred)
plt.figure(figsize=(8, 6))

plt.imshow(cm, cmap=plt.cm. Wistia)
plt.title("MaTpuna')

plt.colorbar()

plt.xticks(np.arange(10))

plt.yticks(np.arange(10))
plt.xlabel('TIpeacka3annbie')
plt.ylabel("HacTosimme")

for iin range(10):
for j in range(10):
plt.text(j, i, str(cm[i, j]), ha="center', va='center")

plt.show()

PesynpTat paboThI MpOTrpaMMBbl IPUBEICH Ha pHC.4.

Epoch 1/20
1875/1875 s 5§ 7ms[step - accuracy: 8.8615 - loss: 0.4747 - val_accuracy
Epoch 2/28
1875/1875 ~e 45 205/5tEp - BCCUrACY: 8.9549 - 10ss! 8.1585 - val_accuracy
Epoch 3/28
1875/1875 e 45 205/StEP - accuracy: 8.9677 - loss: 0.1855 - val_accuracy
Epoch 4/20
1875/1875 s 48, 2S/StEp - BCCURACY: B.9749 - loss: 0.8844 - val_accuracy
Epach 5/28
1875/1875 e 45 235/StEP - BCCUPaCY: 8.9771 - l0ss: 0.8755 - val_accuracy
Epoch 6/20

1875/1875 s 45 205 /5tep - accuracy: 8.9798 - loss: 8.0621 - val_accuracy:

Epoch 7/20
1875/1875 s 43 203 [Step - accuracy: 8.9814 - loss: 6.8562 - val_accuracy

: 0.9589 -

1 8.9693 -

1 8.9737 -

+ 8.9766 -

: 0.9783 -

8.9799 -

+ 0.9797 -

val_loss

val_loss

val_loss

val_loss

val_loss

val_loss

val_loss

1 8.

¢ B.1849

: 8.6847

: B.6776

: B.8736

: 0.8671

: 0.8741



Epoch 8/26
1875/1875
Epoch 9/28
1875/1875
Epoch 18/20
1875/1875
Epoch 11/20
1875/1875
Epoch 12/28
1875/1875
Epoch 13/28
1875/1875
Epoch 14/28
1875/1875
Epoch 15/20
1875/1875
Epoch 16/28
1875/1875
Epoch 17/26
1875/1875
Epoch 18/28
Epoch 18/28
1875/1875
Epoch 19/28
1875/1875
Epoch 28/28
1875/1875

313/313 -

BBENTE NYTh K M30GPANEHMN C pykanuckod uwdpod (Wnw ‘exit' mns awxopa): C:

11

NpeackasanHan ungpa: 3
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: 0.9984 - loss

1 9.9914 - loss

8.9838 - loss:
0.9849 - loss:
08,9864 - loss:
8.9864 - loss:
8.9881 - loss:
0,9883 - loss:
8,9963 - loss:
8.9897 - loss:
9.9898 - loss:
8,9911 - loss:

8.0488

0.0358

: 8.8297

. 8.8243

4s 2ns/step - accuracy: 6.9985 - loss: 8.8265
8s 1ms/step - accuracy: 8.9778 - loss: ©.1884

0s 86ms/step

Bs 32ms/step

BeenuTe NyTh K W306PaNeHMN © pykonucHo# uwppoi (Maw 'exit' ans swxopa):

0.09489 -

8.8469 -

0.8422 -

0.8362 -

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

- val_accuracy:

6.0302 -

©.0291 -

6.e311 -

0.0261 -

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

\Users\u

Users\user

8.9797 - val_loss: 0.8699

8.9806 - val_ loss: 08,8682

8.9797 - val_loss: 0.8784

8.9795 - val_loss: 0.8753

8.9785 - val_loss: B.8782

0.9806 - val_loss: 0.8675

8.9804 - val_loss: 0.0765

0.9821 - val_loss: 0.8739

0.9806 - val_loss: 6.8778

8.9803 - val_loss: 0.8811

0.9809 - val_loss: B.8886

0.9884 - val_loss: 6.8821

0.9801 - val_loss: 8.8852

\Desktop\NpoexTw\5,png
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PucyHoxk 4 — Pe3ynbpTaThl paboTHI IPOTpaMMBbI

Vcrionb3oBaHHBIC (aifiIbl ¢ H300paKEHUSMH TPEICTABICHEI HA PHC.S:

6.png
Pucynox 5 — Hcnonb30BaHHbIe H300paskeHUs

5.png
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B pesynpraTte pa®oTHI TpoOrpaMMbl, HEHpOHHas ceTh oOpaboTaia [Ba
HM300paXkeHue, OJIHO U3 KOTOPBIX ObUTO 00pabOTaHO BEPHO M HA KapTHUHKE C IUPPOi
6, ceTh pacnio3Haa 6. Tak e HEHpPOHHAsl CETh YBHUJENA B KapTHHKE ¢ IUPPOU 5,
pacno3Hana 3. JIelicTBUTENbHO, Ha KAPTHUHKE 5 OYEHB I10X0XKa Ha 3, U 3TOT pe3yJIbTaT

MO’KHO CUHTATh MOJI0KUTEIbHBIM.
Ha puc.6 mpuBeneH ¢parMeHT HCTOpHN O0YYICHUS MOJIENH 1
Ka4yecTBa MOJICIIH.

Epoch 18/28

1875/1875 w45 215 /step - accuracy: 8.9984 - loss: 8.8297 - val_accuracy: 0.9869 - val_loss: 0.6886
Epoch 19/28

1875/1875 = 45 2m5/st€P - acCUPECY: 0.9914 - loss: 8.8243 - val_accuracy: 0.9804 - val_loss: 6.8821
Epoch 26/28

1875/1875 s 5 2m5/5t€p - acCUPECY: B.9985 - logs: 8.8263 - val_accuracy: B.9881 - val_loss: 68,0852
313/313 8s 1ns/step - accuracy: 6.9778 - loss: 0.1864

Test accuracy: 8,9896999760627747
Training history:

Train Loss: [0.2968253357887268, B.142188934548378, 0.18483643529157639, 0.08593350648366005, 8.07409971207388295, B.06481489675045013, 0.6587555
Train Accuracy: [8.9141499996185363, 0.9575833082199097, 0.9681166410446167, 0.9744166731834412, 0.9771333336838139, 0.9793166518211345, 8.988449'
Test Loss: [0.14213676756659943, 0.18487484186887741, 0.08469078689813614, 8.0775592252612114, 0.07356680929660797, 8.06714369356632233, 6.874131
Test Accuracy: [B.958899974822998, 6.9692999728573425, B.9736999869346619, 0.9765999913215637, 0.9782999753952026, 0.9799000624795532, 6.97976602!

OIICHKa

Pucynok 6 - ®@parmMeHT ucTopuu 00y4eHUS MOICITH U OIIGHKAa KadecTBa

MOJIEIN

Ha puc.7 mpuBemeHBI COOTBETCTBEHHO Ipa)MKH TOYHOCTH TPEHHPOBOYHOTO U

TECTOBOI'O Ha60p0B

TO4HOCTL

0.99

0.98

0.97

096

TowHotTe

0.93

0.92
—— TOYHOCTE TPEHUPOBOHHOrO Hatopa
—— TONHOCTH TECTOROMO Habopa

0.91

0.0 25 5.0 75 100 125 150 175
Anoxn

Pucynoxk 7- I'padhuky TOUHOCTH MOJIETTH CO3/1aHHOH HeifpoceTH
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Ha pwuc.8 mnpuBemeHa wmarpuma OIIHOOK pacro3HaBaHUS H300paKeHUH

HEHPOCEThIO.
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Pucynok 8 - Marpuiia om0k pacro3HaBaHus H300paxeHHi
JlonoJiHUTEbHOE 32 aHHe

1. WUmnopTupyeM MpoeKT, T[e MPEICTaBICHbl HEOOXOAMMbIC MOMAYIH JIJIs
pemennss 3amanus. Co3maém demo ai - oOwbekT kiacca Terralntensive() mist

o0parIeHust K Hy)KHBIM (DyHKITHSIM.

B kadecTBe comepxkumMoro B (aiiie npeacraBieHbl HEOOXOIMMbIE OMOMIIOTEKH
JUIL CO3MaHUs IpaduKOB, CIOEB U HEHPOHHBIX ceTeil, paboThl ¢ MacCHBaMHU HU
OIMCaHbl HeOOXOAMMBIE (DYHKIIMHN JUTS PEILICHUS 3a1ad.

2. 3arpy)kaem Jaracer ¢ aBTOMOOWISIMU ¢ roMonisio GyHkuuu load dataset().
B napamerpax oHa IpHHUMAET CTPOKOBOE 3HAYCHHE — HANMEHOBaHUE 0a3bl.

3. CMorpuMm mnpHMepsl OOBEKTOB I OOydYeHHS C IOMOMLIBIO (PYHKIUH

samples() (puc.9).

-~

Pucynoxk 9 - ITpumeps! Gpororpaduii 11t 00ydeHHs
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4. Co3pmaéM oO0ydaromyl0o ¥ IIPOBEPOYHYIO BBIOOPKH C METKaMH IS

JanbHEHIIero oOydeHus HEWPOHHOI ceTH ¢ momoinsio (GyHKImE create sets()
(puc.10).

Pucynok 10 - Cozganne BEIOOPOK

I'pamueckoe  mpexcTaBlIeHWE pacTpeleNieHdss 10  KiaccaM — BBIOOPOK
npuBesieHo Ha puc.11.

OGyumousan Buloprs

Niposspoian Butopks )

%00

B

8

&

8

0

Fecran [ R Foreai Maccades Rensdt

Pucynoxk 11.- I'paduueckoe npencTaBiIeHue pacnpeeseHus Mo Kiaccam
BEIOOPOK

5. 3amgaém ciou sl HEHPOHHOW CeTH M CO3/1aéM MOJICIIb C TOMOIIBIO (PYHKIHH
create._model(), Tme B mTapameTpax ykKazaHa CcTpoka ocoboro Qopmara —
ITOCJIEIOBATEITLHOCTD CITOEB.

OOpatuTh BHHUMAaHHE Ha COJACPKHUMOE ¢aiina intensivdayone.py wu
MMOCMOTPETH, uTo Tiporicxonut. Conepkumoe ¢pyHkmuu create_model().

Oyukius create layers, KOTopas 0 3aIaHHBIM MTapaMeTpaM CO3TaET HY)KHBIC
CJIOU HEHPOHHOM CeTH.

6. Comepxumoe (yHKIUH create sets() - MPEICTABICHBI CICTYIOIINE THITHI
CJOEB:

- BXOZHOM CJIOH (JUIS MOCTYIUICHHSI BXOAHBIX TapaMeTpoB),

- TTOJTHOCBSI3HBIN CJIOH (111 IPUHATHS PEIICHU ),

- BBIPAaBHUBAIOLIUH CION(JJIs1 KOPPEKLUMHU PE3YyIbTaTOB),

- CBEpTOIHBIN21 CIION (JUI U3BJICUECHUS IPU3HAKOB),

- CJIOM MaKCHUMAaJbHOTO O6’BG,HI/IH€HI/I${ (,HJ'I?I OINITUMH3AalINU PA3MECPHOCTH, €TO
MbI J0IMUCaIn CaMI/I).
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Hcmonp30Bath (GyHKIHMIO akTHBaIuH Relu.

OIBITHBIM HyTéM HaWTH NOCIEA0BATEILHOCTH CIIOEB.

Hanpuwmep,

"ceepmounviii20-32-3  obvedunenue  ceepmounvlii20-64-3

00beouHeHUe BbLIPABHUBAIOWUL NOJHOCEA3HBLI-1 28 noanocesa3 bl -3 ».

7. BBINONHUTE TPEHUPOBKY MOJAEIH C MOMOIIbI0 GpyHKIMY train_model(), rne B
apaMeTpax COISPIKUTCS [EI0E YHCIIO — KOJIHMUECTBO IMOX 00yUCHNS.

8. [IpotecTupoBaTh MOIEIH C MOMONIBIO yHKIIMH test model().

Ipumepsr rpaduka npepcTaBICHUE TUHAMUKH O0YUCHHS TPUBEICHBI

COOTBETCTBEHHO Ha puc.12.

—— Towwocrs Ha obpauweh aubopre
TOMHOCTE Hi NPOBEPOHON BB

[lons sepulx oTesToS

0 5 10

TosKocTs

AnAva s

2 % X

Pucynok 12 - I'padudeckoe npejacTaBieHne JMHAMAKA 00yICHHUS

Ha puc.13a, 6 npuBeeHbI PE3yIbTATHl TECTUPOBAHUHI MOJICIIH.

1/1 0s 100ms/step

PeaynuTar npes INMA MOARNM :

Mosilens pacnoawana xnacc skerrarin wa 82.6%

Mozens pacnozHana knacc «Mercedess Ha 15.0%

Mopens pacnoanana knacc «Renault» Wa 2

MpasunbHui oTBeT
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Pe3yneTaT npejck

Mofene pacno3Hana Kmacc
Mogens p ana

Pucynok 13 -Pe3ynbTaThl TECTUPOBAHUN MOJIEITH

[IpumepHo B 40% cirydaeB HelipoceTh ommbaeTcs B CBOUX MporHo3ax. CBA3aHO 3TO ¢
TeM, 4To camu 1O cebe (oTo, B OOJBLIMHCTBE CIIy4acB, MOXO0XKH, DPa3IHYHBIC
OTJIIMYAIONIHE 3HAKH TIPH CKATHH KAPTHHOK XY>Ke OTCIIEKUBAIOTCS TIPY 00 yUSHHUH

2.5. Bonpocs! k 3amuTe 1a60paTOpHOIi padoThI

1) Yro nmoHMMaeTcs 1oJ| TepPMUHOM «HEHPOHHAs CeTbh»?

2) Tlepeunciute HAOOPHI CPEICTB IS CO3/TAHMUS, MHUIIUATU3AINN, O0YICHHUS
CETH.

3) IepeuncnuTe 3MOXNU MAIMIMHHOTO OOYyUCHHS HSHPOHHOI CeTH.

4) Kaxwue paxTopsl HECOOXOIMMO MTPUHIMATH BO BHIMAaHHE TIPH CO3/IaHUH
CHUCTEMBbI Ha OCHOBE HEHpOHHOM ceTn?

5) TlosicHuTe anrOpUTM paclo3HaBaHUS H300PaKEHUS.

6) Kakue mapameTpsl 1 0COOEHHOCTH paObOThI CBEPTOYHBIX CETeH 00ECIeUnBaIOT
3¢ }eKkTUBHOCTD UX PabOTHI MPHU PELICHUH 3a7a4 M0 PACIIO3HABAHUIO
00BeKTOB?

7) Uro Taxoe batch size u kak OH BIMSAET HA TOYHOCTH OOyUCHNS?

8) Kax cnexyer nenuTh naHHbIE HA 00YYaIOLIYIO U TECTOBYIO BHIOOPKY?

9) Ha3nauenwne mosHOCBA3aHHOTO cosi Dense.

10) s gero ucnomib3yercs: GyHKIHS aKTHBAITUHN?

11) Ilepeunciure akTHBALMOHHBIE ()YHKIHH.



12)
13)
14)
15)
16)
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Uewm oHu paznuyaroTcs?

One hot encoding kak u IS 4ero MpUMEHSeTCs?

Uro Takoe ceTh MpsMOTro pactupoctpanenus (Sequential)?

[TosicHuTe pe3ynbTaThl PACIO3HABAHUS KAPTUHOK.

[lo kakuMm mapameTrpaM MOKHO OLEHHTH 3((EKTUBHOCTH PabOTHI CeTeH,

00yUYEHHBIX 10 Pa3HBIM JlaTaceTam?

2.6. Cnucok pekoMeHIyeMoii JTuTepaTyphl
1) Xaiikun C. Heiiponnsie cetu. Ilonmuplii kypc — 2-¢ u3a. Ilep. ¢ aurm. — M.:
Wznatenbckuii jom Bunbsmc, 2006. — 1104 c. [On. pecype JURL:
https://books.google.ru/books?1d=LPMr0iAOmuwC&printsec=copyright&hl=ru&sou
rce=gbs_pub_info r#v=onepage&q&f=false Pesxum nocryna: cBoOGOAHBIN .
2. PyrkoBckas ., [Tununbckuit M., Pytkosckuil JI. HeliponHble ceTu, reHeTHYeCK1E
aNropuT™Mbl U Hedetkue cucremsl. Ilep. ¢ monbeckoro M.JI. Pynunckoro — 2-e usfg.,
crepeotun.-M.: I'opsiuast munust - Tenexom. 2014.-384 c.
3. Kamnan P. OcHOBHBIE KOHIIENIINK HEHPOHHBIX ceTeil — M3marenscTBO: Brubsamc,

2002 r.

4. PomanueBa H.U. Mamunnoe oOyueHne u HeWpoHHble ceTu. Heiiponnsie ceru/
Vuebnoe mocodue.- M.: MI'TY T'A, 2025.- 80c.
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3. TABOPATOPHAS PABOTA Ned(2)

OBYYEHUE C IIOJAKPEIIVIEHUEM. AJITOPUTM Q-LEARNING
HA INPUMEPE PEINIEHUWSA KJIACCUYECKOM 3AJIAYHN
CART POLE

3.1. Hean padoTsl

Lenbto nmaHHOM pPabOTHI ABISECTCS IONYyYCHHE MPAKTUYECKUX HABBIKOB
peanmzanuu  anroput™ma Q-o0ydeHHs Uil pEIICHHS KIACCHYECKOH 3a1auu
ympasienus "CartPole" ¢ nomomsio OpenAl Gym.

3.2. 3anaHue Ha BHINOJIHEHUE PAadOTHI
1. Hanucats u OTIaguTh HOpOrpaMMy peanu3auuu anropurMa Q-oOydeHus ams
penieHus kiaccndeckoi 3anaun ynpasieHus "CartPole" ¢ momonibio OpenAl Gym:

- areHTy HEOOXOAMMO YIIPaBIATH TEIEKKOW, HYTOOBI MOJAEPKUBATH
BEPTHUKAJIbHBIH IIECT Ha HEl B paBHOBECHUH;

- cpema TPENOCTaBiseT HH(GOPMAIMIO O COCTOSHHH CHCTEMBI, BKITIOUAs
I0JIO’KEHUE U CKOPOCTb TEJIEHKKH, a TAKXKE YIOJI U YIJIOBYIO CKOPOCTh ILIECTA;

- areHT BBIOMpPAeT MEXKOY ABYMs ACHCTBUAMHU: TOJIKATh TEJICKKY BICBO WU
BITPABO.
2. Jlns peanu3alMy TPOrpaMMbI HCIOJB30BaTh OMOIMOTEKM gym, numpy, math,
matplotlib u pandas.
3. HauyanwHble 3HaUeHUs Q-TaOIHUIIBI YCTaHABIUBAIOTCS HA HYJIE.
4. Tlpumensietcss anroputMm Q-oOydeHus, BKIOo4as BHIOOp NEHCTBHS MO SICUIOH-
JKaJHOW cTpaTeruu, oOOHOBIeHHe (Q-3HAUYEHWH W TIOCTENEHHOE YMEHbBIICHHE
apaMeTpoB (ATICUIOH U CKOPOCTH OOYYEHHS) CO BPEMCHEM.

3.3. OcHOBHBIE TeOpeTHYECKHE CBEICHUS U NPHEeMbl Pa0OThI

3.3.1. OcHOBHBIE NOHATHSA

Anroput™m Q-00ydeHust - 3TO OJAMH U3 METOAOB OOYUEHUS C MOAKPEIUICHUEM,
KOTOpPBI TO3BONSET AareHTy H3y4yaTh ONTHMANbHBIE CTPAaTeTHH IIOBEICHHSA B
3aJlaHHOM cpefe.

OOyuenue c moakperuieHueM (aHri. reinforcement learning) -  cmoco®
MAIIUHHOTO OOYy4YeHHs, TPH KOTOPOM CHCTeMa O0ydJaercsi, B3aMMOJCHCTBYS C
HEKOTOPOU cpenoi

B 00yd4eHnn ¢ moAKpenIeHneM CYIIeCTBYeT areHT (agent) B3aNMOJCHCTBYET C
OKpYy XKaroIleH cpenoit (environment), mpeANPHHAMAs ISHCTBHSA (actions).

Oxpyxaromas cpena:

- npaet Harpanay (reward) 3a 3T JeHCTBUSA,
- @ areHT MPOJOJDKACT UX NPEANPHHUMATE.
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Cpena bopmymupyeTcss Kak MapKOBCKHH IIpoOIecC MPUHATHS pPEIICHUH
(MIIIIP) ¢ KOHEYHBIM MHOXKECTBOM cOCTOsHUHA. CleJ0BaTeIbHO, aJITOPHUTMBI
00y4ueHUs ¢ MOJKPEIUIEHUEM TECHO CBS3aHbI C TUHAMUYECKUM IIPOTPAaMMHUPOBAHUEM
BeposiTHocTH BBIMTpBIIEH W Tiepexona coctossHuid B MIITIP 0ObIYHO SIBISIOTCS
BEJIMUYMHAMU CITyYalHBIMH, HO CTallMOHAPHBIMU B PaMKax 3aJauu.

IIpu oOydeHWM ¢ TOAKPEIUICHMEM HE MPEJOCTaBISIOTCS BEPHBIE Maphl
"BXOJHBIC JIaHHBIC-OTBET", a TMpHHATHE CYyOONTHMANBHBIX PEHICHUH (Jaromux
JIOKQJIbHBINA SKCTPEMYM) HE OTPAaHUUUBACTCS SIBHO.

OOyueHHe C TIOAKPEIUICHHEM TIBITaeTCS HAWTH KOMIIPOMHCC MEXIY
HCCIIEJOBAHUEM HEU3YUYEHHBIX O0JiacTel M NpUMEHEHHEM HWMEIOIIMXCS 3HaHWUH
(exploration vs exploitation).

3.3.2. AaropuT™M B3aHMO/IelicTBHE areHTa CO Cpeoi

dopMaTbHO POCTEHIIIAs MOJETh 00YUCHHUS C TTOIKPETIIICHHEM COCTOUT U3:

-MHOJKECTBA COCTOSIHUH OKpY)KeHUS (states) S;

-MHOKeCTBa JeHCTBHil (actions) A;

-MHOXKECTBA BEIIECTBEHO3HAYHBIX CKAJAPHBIX "BRIATpHImIEH" (rewards)
(puc.14).

S
>| Agent
e/
state reward action
S, | |R A
i le (
< Environment
\

Pucynox 14 - Ilpocreiimas Moaens 00y4eHUs C MOJKPEIICHHEM

B npou3BOIbHBI MOMEHT BPEMEHH t areHT XapaKTePH3yeTCsi COCTOSHUEM
5 €ES

M MHOKECTBOM BO3MOJKHBIX JIEHCTBUM A(ss),
Bribupas nelictue
a€ A(sy)

OH MEPEXO/IUT B COCTOAHME St+1 | M MOJTYdaeT BHIUIPHII '¢
OcCHOBBIBasICH Ha TakOM B3aMMOJCHCTBHUM C OKpY)KaroleHd Cpejod, areHr,
00YJarOIUICS C MOJIKPEIUICHUEM, TOJDKEH BEIPab0TaTh CTPATETHIO

mS - A



25

KOTOpas MaKCUMH3HpyeT BennuuHy B ciydae MIIIIP, umeromero TepMHHAIBHOE
COCTOSIHHE:
R=rp+n+-+1,

i BenmuauHy st MIITIP 6e3 TepMHHANBEHBIX COCTOSHUIMA
- t
R=2.y Tt

- UCKOHTUPYIOLIMM MHOKUTEND IS "TIPEICTOALIETO BbIUTPhILIA".

Taknm oOpazoM, oOydeHHE C MOAKPETNICHHEM OCOOEHHO XOPOIIO MOIXOAMUT
JUISL PELIeHUs 3a/1a4, CBSI3aHHBIX C BBIOOPOM MEXy JOATOCPOUHON U KPATKOCPOUHOU
BBITO/I0H.

HawuBHblii moaXo/ K pelIEHNIO 3TOH 3aa4k MOJpa3yMeBaeT CIEAYIOIIUE 1Iaru:

- OIpOOOBATH BCE BO3MOXKHBIE CTPATETUN;
- BEIOpATh CTPATETHIO ¢ HANOOIBIINM OXKHIaeMbIM BBIUTPHIIIIEM

IlepBas mpoGiema Takoro mojaxoja 3aKIIYaeTcs B TOM, YTO KOJIUYECTBO
JOCTYIHBIX CTPATETHI MOXKET OBITh OUYCHB BEJIMKO MIJIN OCCKOHEYHO.

Bropas npo0iema BO3HUKAET, €CIIHM BBIUTPHIIIN CTOXaCTHIECKHE -4TOOBI TOUHO
OLICHUTH BBIUTPBIII OT KaXIOW CTPATErMH HOTPEOYEeTCs MHOTOKPATHO NMPUMEHHTH
KaKIYIO U3 HUX.

OTHX mpobieM  MOXHO  M30exarb, €CIM  JIOMYCTHUTh  HEKOTOPYIO
CTPYKTYPH3aLMIO M, BOSMOXKHO, MO3BOJUTH PE3yJbTaTaM, MOJYyYCHHBIM OT IPOOBI
OJIHOM CTpaTeruu, BIUATh HA OLICHKY JJIS IPYTOM.

JIByMsl OCHOBHBIMHU MOJXOJaMH JUIsl pealu3aliiy dTUX UAeH ABISIOTCS OLIEHKa
(GYHKUHMIT TOJIE3HOCTH U TIPsIMasi ONITHMU3ALINS CTPATeTHi.

IMonxon ¢ wWcmonbp30BaHWEM (QYHKIIUH ITOJIC3HOCTH HCIIONB3YEeT MHOXKECTBO

e 0=sy=1

OLIEHOK OKHAEMOTO BBIUTPHIIIA TOIBKO JJis OXHOM cTpateruu '* (mmubo Texymei,
60 onTUManbHOM). [IpM 5TOM TBITAIOTCS OIEHUTH JIMOO OXKUIAEMBI BBIUTPHIIII,

Ha4YMHAS C COCTOSHUSA S , IIpH HaﬂbHeﬁHICM CJICJOBAHUU CTPATCTUU TEZ

V(s) = E[R}s, ]
JIn6o oxmMaaeMbIi BBIUTPHINI, MPH MPHUHATHHA PEIICHUS & B COCTOSIHHU S U

nanbHelneM HabroIeHnn T,

Q(s,a) = E[R]s, T al.

Ecim  ans  BbIOOpa ONTUMANBHOW  CTPATErMU  WCIONB3YeTCs  (DYHKITHS
none3Hoctd Q, TO ONTHMaJbHBIE NEHCTBHS BCETJa MOKHO BHIOpDAaTh Kak JIEHCTBUS,
MaKCHMH3HPYIOIIHE TOIe3HOCTh. Ecim ucmons3yercst GyHKIust V, TO HEOOXOIMMO
100 UMETH MOJIENb OKPY)KEHHS B BUJIE BEPOATHOCTEN

P[s’[s,a],
YTO MMO3BOJACT IMOCTPOUTH q)yHKI_II/IIO IIOJIC3HOCTU BHU1A

O(s,a) = ZV(S‘) P(s'|s,a)
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3.3.3. Q-00yuenue

Q -learning - 3TO 0e3MOIENBHBIN aNTOPUTM OOYUYCHHS C HOIKPCIUICHHEM,
MTO3BOJIAIONINH y3HATh IEHHOCTD ACHCTBHS B OIPEACICHHOM COCTOSHUH.

Ha ocHoBe mosydaeMoro OT cpeabl BO3HArpaXICHHs areHT (opMupyer
(YHKIHMIO MTOJIE3HOCTH, YTO BIOCIIEICTBUH JIa€T €My BO3MOKHOCTB YK€ HE CIIy4allHO
BEIOMpATh  CTPATETHMIO  NOBEACHHWS, a  YYUTHIBATH  ONBIT  MPEABIIYIIETO
B3aUMOJICHCTBHS CO CPEJIOHN.

OnHo 3 mpeumymecTs Q-o0y4eHUsS - BO3MOKHOCTh CPaBHHUTH OKHAAEMYIO
MIOJIE3HOCTh JOCTYIHBIX ACHCTBUH, HEe (HOPMHUPYS MOJIEIH OKpPY’KaromeH Cpessl.
IIpumensiercs 1uist cuTyanuii, KOTOpble MOXHO NpeAcTaBuTh B Buje MIIIIP.

Takum oOpa3oM, anroput™M - 3T0 (yHKOHMS KadecTBa OT COCTOSIHHS H
JeHCTBUS:

Q:Sx A ->|R.

[lepen obyuenmeM Q WHUNHMAIM3UPYETCS CIydaiHBIMK 3HadeHUsAMH. [locie
9TOTO B K)XKIBIH MOMEHT BPEMEHH t areHT BBIOMPACT JEHCTBHUE a;, MOIyIaeT HArpamy
Iy , HIEPEXOJUT B HOBOE COCTOSIHUE S+, KOTOPOE MOXET 3aBHCETh OT MPEABIIYLIETO
COCTOSTHHSA S; M BBRIOPAHHOTO AEHCTBHUSA, 1 OOHOBIAET GYHKIHIO Q.

OOGHOBIICHNE (YHKIUHM HCIIONB3YeT B3BELICHHOE CPEAHEE MEXIY CTapblM U
HOBBIM 3HAQUEHHUSIMU!

0" (s, a) — (1-a) e O(s,, ) + oo (1, +y emax,, O(s,, 1, )

TJIe Iy - 9TO HArpaja, MOJyYeHHAs! [IPU MEPEX0/Ie U3 COCTOSHUS S; B COCTOSIHUE S5 OL
- 9710 ckopocTh o0ydenus (0< o < 1); O(s,,@,) - cTapoe 3HaUeHHE; y - KOIDPUIHeHT

JUCKOHTUPOBAHUS - YCKOpSIET cXoauMocTh RL-anroputMoB, cTaBs B IPUOPUTET
KpPaTKOCPOYHBIE BO3HATPAXIEHHUSA; max, O(s,,, )- OIEHKAa ONTHMAJIBGHON OymymieH

1+12
Harpaziel, 7, +yemax, O(s,,,, ) - YCBOCHHAs LICHHOCTbD.

AIITOpUTM  3aKaQHYMBACTCS, KOTJAa AareHT IIEPEXOJUT B TEPMUHAIBHOE
COCTOSIHHE Si+1.

3.3.4. Kannas (greedy) crpaTerus

ONCHUIOH-KAaTHBI aNrOPUTM - 3TO 0a30BBIM TOAXOA K OOYYeHHIO C
MOJIKpEIUIEHUEM, KOTOpPbI no3BossieT areHtam WM opueHTHpoBaTbcs B CIOXKHBIX
cpenax, 6anaHCHpys MEX1y UCCIEIOBAHUEM U HCIOIb30BaHUEM. JTO JOCTUTACTCA 32
cuéT BBEICHUS CIYYaHOCTH (C BEPOSTHOCTHIO SIICHJIIOH) B TIPOIECC NPUHITHSA
pelIeHHH, TP 3TOM B OOJBIIMHCTBE CIy4acB HCIOJB3YIOTCS Hanboliee M3BECTHHIC
neiictBus. Takoil oaxo | oOecreunBacT aIalTHBHOCTD, 3P (QEeKTHBHOCTE 00yUYCHUS U
ONTHMAIBHOE TPUHATHE PEIIECHWH, YTO AETAeT €ro BaXXHBIM HHCTPYMEHTOM ISt
coBpeMeHHbIX cucteM HM-areHTos.

B ominune OT CTaTUYHBIX CTPATErMi NPUHATUS PELIEHUH, 3TOT alIrOPUTM
no3BoisieT areHtaM MU oOydarbest muHamudecku. OH codeTraeT B ceOe MOIBITKH
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HOBBIX JEHCTBHH (MCCIEIOBaHUE) C MCIIOIB30BAHMEM H3BECTHBIX ONTHUMAIBHBIX
JEUCTBUH (IKCTUTyaTalysl) 1151 MAaKCUMH3AIMH COBOKYITHOTO BO3HATPayKACHUS

Oncunon-xkanHas crparerust (Greedy strategy) - meron BeIOOpa neiicTBuil B
NTOPUTMAaxX OOYUYECHHUsSI C IOJKPEIICHHEM, KOTOpBIH ToMoraeT cOallaHCHpOBATh
HCCJIEJOBAHUE HEU3BECTHBIX JCHCTBUH C HKCIULyaTallUEd Y»KE U3BECTHBIX IEHCTBUA,
KOTOpBIE IPUHOCAT OOJIBIIYIO HATpaIy.

Ota crparerus 0coOeHHO 3(pQEKTHBHA B JUHAMHUYHBIX CpelaX, TaKHX Kak
OHJalH-peKJIaMa, HUIPbl U TEPCOHATM3HPOBAHHBIC PEKOMECHJAIMU, OOecredynBas
Ha&KHOE 00YUCHNE 1 a[alTaIHIoO C TCUCHUEM BPEMEHH.

Anroput™ «DICHIOH — KaTHOCTb» HCIIOIB3YET MPOCTYI0, HO 3 deKTHBHYIO
CTPATEeTHIO MPUHSTHS PEIICHAH, 00BEANHSIONTYIO HCCIEIOBAHIE U HCIIOIB30BaHHE:

o Hccneoosanue: ¢ BEpOATHOCTBIO SICHIIOH areHT HAaMEPEHHO BbIOMpaeT
cily4daifHoe JeiicTBue. DTOT IIar MO3BOJSIET areHTy HCCIEeN0BAaTh HOBBIC
BO3MOKHOCTH ¥ TIOTEHIIMAJIBHO HAXOAWTh JIydIIHE BAapHAHTHl, KOTOpPHIE,
BO3MOJKHO, €III¢ HE PACCMaTPUBAIIHCE.

o Oxcniyamayusn: ¢ BEPOSITHOCTBIO 1-3TICHIJIOH areHT IOJIaraeTcsi Ha CBOM
CYIIECTBYIOIIME 3HAHMA, BEIOMpas HamOoJee M3BECTHOE ICHCTBHE HA OCHOBE
MPOLIJIOr0  OMbITa. JTO TapaHTHPYET, YTO areHT COCPEJOTOYMTCS Ha
MaKCHMHM3AI[MH BO3HATPAKICHUS 32 CTPATETHH, KOTOPBIE YK€ JTOKA3aIH CBOIO
3¢ (HEeKTUBHOCTE.

banancupyss MeXay OTUMM CTpaTeTHsIMH, QJITOPUTM  MO3BOJSIET  M30€XKaTh
HEONTUMAIBHBIX PEIICHUH 1 0OecreunBaeT NOCTOSSHHOE COBEPIICHCTBOBAHHE.

Anroput™m Epsilon Greedy momyssipeH u3-3a €ro mpocToThl U 3G (HEKTHBHOCTH
B 0aJaHCHPOBAHUM MEXy UCCIIE0BaHUEM M dKcIutyaTanueil. OnHako, Kak 1 J1r000ii
Ipyrofl MeTox, OH HMMEeT CBOM HeIoCTaTkW. B Tabm.l mpuBemeHBl  OCHOBHEIC
MIPEUMYIIECTBA U HEOCTaTKH.

Tabnuma 1. — O630p nmpeuMyIIecTB U HeaocTaTkoB anroputma Epsilon Greedy

IIpeumymecTBa HenocraTku
[IpocToii B peanuzanuy 1 IOHUMaHUU TpeOyercs TIaTeNbHas HACTPOIKA
napamerpa epsilon.
D¢ dexTHBeH B TUHAMUYHBIX CPEAax Mo’KeT MPUBECTH K KPATKOCPOUHOU
HeAPPEKTUBHOCTH B XOJIE Pa3BEIKH.
ObecneunBaeT XOpOIUil GaraHC MEKIY Puck TOKaIbHBIX ONTUMYMOB 0€3
pa3BeIKON U IKCIUTyaTaluen JIOCTATOYHOM pa3BeIKH.

HecmoTpst Ha cBOIO S3(QQEKTUBHOCTb, AITOPUTM «IICHIOH-KaJHOCTE» MOXHO
YCOBEpPIICHCTBOBATh, YTOOBI 1OOUThCSA elIé Ooiee BBICOKHX PE3yIbTaTOB!
o YMCHBIICHHE JIICUIIOH: IIOCTETICHHO CHIDKAEeT CKOPOCTh HCCIEOBaHUS C
TEYEHHUEM BPEMEHH 110 Mepe HaKOIUICHUsI OTIbITa areHTOM;
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o OnTuMH3AIKS HHAIHATU3AINE: JUISI CTHMYJTHPOBAHUSI IEPBOHAYAIILHOTO I11ara
CHaYaa UCIOJIB3YETCsl ONTUMANbHAS OL[CHKA,

o AI[aHTI/IBHI)Ie CTpaTerum: JJIs1 JUHAMHNYCCKOI'O ITIOHUCKa Ha OCHOBC
HEONpeJeNEHHOCTH HCIOJIb30BaTh TaKHE METOJbl, KaK BEpPXHss I'paHHUIlA
nocrosepHoctu (UCB).

B nabGoparopHoii pa®oTe naHHas CTpaTerus peajn3yeTcss C HCIOJIb30BAHHEM
napameTpa, KOTOPbIi Onpe/elisieT BEPOSITHOCTh TOTr0, YTO areHT BBIOEPET ClyvailHOe
JIeCTBUE BMECTO JIEUCTBUS, MAKCUMU3UPYIOLLEr0 05KMJIaeMYI0 Harpauy.

[Moxxox paboTaer ciaeayrommM 00pa3om:

- C BEPOSITHOCTBIO areHT BBIOUPACT CIy4aiiHOE JAEHCTBHE U3 BCETO AOCTYITHOTO
MHOYECTBA JIEHCTBUIL. DTO CIIOCOOCTBYET UCCIICIOBAHUIO, TO3BOJISISI ATCHTY Y3HATH O
BO3MOJKHBIX Harpajax oT ACHCTBHUil, KOTOPbIE OH paHee He BhIOUpAl;

- C BEpOSITHOCTBIO arcHT BBIOMPAET JCHCTBUE, KOTOPOE UMEET MAaKCUMAaIbHOE
OXKHNJIAEMOC€ 3HAYCHHEC Harpaabl Ha OCHOBE TEKYIMHUX OLECHOK, ITOJIYYCHHBIX W3 Q-
TabNUIpBl WM JApYrod (GYHKIMH OLEHKH.  DTO Ha3bIBAETCSl DKCILUTyaTalluel,
MOCKOJIbKY areHT MCHOJIB3YET CBOM TEKYIIUE 3HAHUS JUIS MOJTYyYSHUs] MAKCHMAIIbHOM
Harpazasl (puc.15).

Beibpams
cny4anHoe
AencTene

CnyuaitHoe
sucno (r)

Buibpams
nyswee
aencTene

Pucynok 15 — Dncuiion- xaHas crparerus

B xonTekcTe Q-00yuenus (Q-learning) »xagHas CTpaTeTHsi UTPAET KIFOUEBYIO
poinb B mporecce OOy4deHHs areHrta, IOMOTash €My HaXOAUTh OalnaHC MEXITy
nccnenosanueM (exploration) u wucmonp3oBaHMeM (exploitation) mocTymHON
nHpOpMAIH 00 OKpYKarolIel cpere.

Ota cTpaTerus MoMoraeT areHry:

- HE TOJBKO OIHUPAThCS HA YK€ HW3BECTHBIC CTPATErWd ISl MaKCHMHU3AIMU

Harpajibl,

- HO M UCCIJIEZIOBATh HOBBIE AEHCTBUs, KOTOPBIE MOTYT IIPUBECTH K €IIE JTyUIIUM
pe3yJsibTaTaM B JJOJITOCPOUHOIT MEPCIIEKTHBE.

3.3.5. 3anaua « THBepTHPOBAHHBII MagATHHK Ha Tejexkke» (Cart Pole)
3amada Cart Pole - xmaccuyeckoii 3amaueil 00y4eHHUs ¢ TOAKPEIICHHEM. JTO
MoJIeJIbHasl 3a/1a4a, MpeJCTaBisionas co0ol cucreMy, Tie TEJICKKa JBHXKETCs 0e3
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TPEeHHsT TI0 TOPU3OHTATBHOM OCH ¥ TOJICPKUBACT BEPTUKAIBHBIH CTEpKECHb
(MasATHHK), KOTOPBIH MOYKET CBOOOIHO BPAIIaThCs BOKPYT TOYKH COUICHCHUS.

Lenb cocTouT B TOM, UYTOOBI MOIJCPKHBATH MASTHUK B BEPTHKAIBHOM
TTOJIOKEHUH, JBHUTAs TEICKKY BICBO HJIH BIIpaBo (puc. 16).

-, =

Pucynok 16 - 3agaua Cart Pole

PaccMOTpUM OCHOBHBIE YCIIOBHS M IEPEMEHHBIC JTaHHOM 3a1atH:

- Tenexka - MOKET JIBUTATHCS BIIEBO M BIPABO 110 TOPH30HTAILHOM OCH;

- MasTHHK - YCTaHOBJICH Ha TEJEXXKE TaKUM 00pa3oM, 9TO MOXKET CBOOOTHO
BpaIIaThCs BOKPYT OCH, MTPOXOAIIECH Yepe3 TOUKY COWICHEHNS;

- lenp - crabwim3upoBaTh MasSTHUK B BEPTUKAJIBHOM IIOJOXKECHHH HA
TEJIeKKOM, IpeJoTBpalias ero naaeHue;

- Harpaga — areHT mnosmy4aer Harpajay 3a KaKIbli IIar BpPEMEHH, KOrja
MasITHUK OCTAeTCsl B BEPTUKAILHOM MOJIOKEHUH;

- Cpena 3aaeTcst COCTOSIHUEM, JEHCTBHEM, HArpajioi, HaualbHBIM COCTOSTHUEM
u (rarom 3aBepIeHus SHU30/1a;

- HdeiictBus — 10 ndarray(N-pa3mepHBIif MACCHB), KOTOPBII MOKET MPUHUMATD
3HaueHust {0, 1}, yka3pIBaromue Ha HampaBlIeHUE (PUKCHPOBAHHON CHUIBI, C KOTOPOI
TOJIKAETCS TEJICHKKA!

Num Action
0 TonkaliTe TelIeKKy BICEO
1 TonkaliTe TenexKy BIpaBo

- Cocrostnue - mpexactaisier coboit ndarray (N-pasmepHblii MaccuB) co
3HAYCHUSIMH:
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Num HabmromaeMele COCTOSHHS Min Max
0 TTonosKeHHe TeeKKH -4.8 4.8
1 CKOpOCTE TelleskKH
2 VYron o6parHoTO MasTHHKA -0.418rad (24" ) 0.418rad (-24° )
3 VIIoBRadg CKOPOCTE
- OO (=]
00paTHOTO MasTHHKA

Bosnarpaxknenue: mnpucBauBaeTcsi 1 3a KaXAblid CAENAHHBIM IIar, BKIIOYAs
3aBepILAOLINA;
HawanpHoe cocTosiHUE - HAYaIBbHOE COCTOSTHUE 33a€TCs TIPY TIOMOIIN JaTYHKA
PaBHOMEPHO paclpeAeTICHHBIX CIIyJalHbIX yncen B quamasone (-0,05, 0,05);
3aBeplIeHUE SMU30/a: - YroJ IlecTa BbIIEN M3 Auana3oHa [-12°, 12°];
TTO3UIIHSI TEJIEKKH BBINUIA U3 JIOMTYCTUMOTO JThana3ona [-2.4, 2.4];
JUTMHA 31302 npessimaet S00.

3.3.5. lopsaaok padoTsl
1. mmopTrpoBaTh HEOOXOIUMBIC OMOITHOTEKH:

- gym, numpy, math, matplotlib.pyplot u pandas mns paboTsl co cpenoii,
MacCHBaMH, MaTEMAaTHYECKUMH ONEPALUsIMH, MTOCTPOCHUS TpauKkoB M PabOTHI C
JIAHHBIMU COOTBETCTBEHHO.

2. Coznanue cpensl CartPole:

- Wuanmmanmusuposanu cpexy CartPole-vl mis oOydeHus areHra.
3. JluckpeTH3anus NpoCTPaHCTBA COCTOSHUIL:

- U1 ymoOCTBa  HCIONB30BaHUS B Q-Tabnmmie AWCKPETU3UPOBATH
MIPOCTPAHCTBO cocTostHmiA cpeanl CartPole.

4. Nannmanuzanus Q-1aOmuis:

- co3marb  Q-tabmmmy, TAe  Kakmas ~ CTPOKAa  COOTBETCTBYET
JMCKPETH3UPOBAHHOMY COCTOSIHUIO, @ KaXK/IbIH CTOJIOCI] - BO3MOXKHOMY JICHCTBUIO.

5. ITapameTpsl 00y4eHHUS:

- ONpENeNUTh MapaMeTpbl OOYUEHHWS: OICHIOH ISl  3ICHIOH-)KaJIHOU
CTpATeruu, oL VIl CKOPOCTH OOYUYEHUs U Y JUIsd KO3 UIMeHTa JUCKOHTHPOBAHHS.

6. OYHKIUS JUIst TUCKPETH3ALMN COCTOSTHUMI:

- HamucaTh (QYHKLIUIO, KOTOpas TPHHUMAeT HEMPEpbIBHbIC 3HAYCHUS
COCTOSIHMI M BO3BPAIIACT UX JMCKPETH3MPOBAHHBIC MHJIECKCHI ISl UCTIOIb30BaHUS B
Q-tabnuue.

7. Anroput™ Q-o0yueHwHs:
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- B muKie oOydeHHs areHT BBHIOMpaeT AEHCTBHE COITACHO SICHIOH-)KaJIHOU
CTpaTerun, INPHUMEHSET €ro K cpeie, HaOroJal HOBOE COCTOSIHHE M Harpamy,
oOHOBIAET Q-3HaUCHHE COTTACHO AIropuT™My Q-00ydeHus.

8. 3akpsiTHE Cpebl:

-[10CJIC 3aBEPIICHHs] 00yUCHUs 3aKPbITh CPELy.
9. Iloctpoenwne rpaduKoB:

-IlocTpouts rpaduky M3MEHEHHs 3HAUCHUS STCHIOH U HArpajbl 3a 3IH30/ BO
BpeMs 00ydeHusI.

10. BeiBoa Q-TaOHIIbL:

-co3nate DataFrame juist otoOpaxkenus: Q-TaOyuibl B y1I0OHOM BH/IE.
Jononnenue:

1. IMporpamma ucrionb3yeT 6udaHoTeky Gym Jist co3manus cpenbl "CartPole"”
U B3aUMOJIEHCTBUS C HEH.

2. CocTosiHEE Cpeabl TUCKPETH3UPYETCs, YTOOBI Tpeodpa3oBaTh HEMPEPHIBHOE
IIPOCTPAHCTBO COCTOSIHUI B TUCKPETHOE.

3. Q-TabaMia HHUIHATU3UPYETCS HYIISMHU.

4. Tlpumenserca amroputM Q-o0ydeHus, BKJIIOYAas BBIOOpP JCHCTBUS C
TIOMOIIBIO AIICHIIOH-XKAJHOW CTpaTerud, oOHOBIeHHWE (Q-3HAUCHMII M yMEHBILICHHUE
mapaMeTpoB (ATICUIOH U CKOPOCTb OOYUICHUS) C TEUCHUEM BPEMCHH.

5. 3HayeHHs SICHIOH W OOImMe Harpaabl 3a BIH30J COXPAHSIIOTCS JUISA
TIOCJIC/TYIOIIET0 aHAIN3a.

TexcT mporpaMMbI TPUBECH HIDKE.

import gym

import numpy as np

import math

import matplotlib.pyplot as plt
import pandas as pd

# Cozoaem cpeoy CartPole
env = gym.make('CartPole-v1')

# Juckpemusupyem npocmpancmeo cocmosaHuil

n_buckets = (1, 1, 6, 3) # Unmepesanvl duckpemuszayuu 0 (NOA0IICEHUE, CKOPOCTD,
Yeoll, y2n08as CKOpoCmb)

#(Kon-60 aueex 6 mabauye cuumaemcs kax (1*1*6*3)*2(xon-6o oeticmeuit) = 18*2
= 36)

state_bounds = list(zip(env.observation_space.low, env.observation_space.high))
state_bounds[1] = [-0.5, 0.5] # Koppexmupyem epanuywvl cxopocmu
state_bounds[3] = [-math.radians(50), math.radians(50)] # Koppexmupyem
2Panuybl Yenoeot CKopocmu
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# Unuyuanusupyem Q-mabauyy
n_actions = env.action_space.n # Jleticmeus
q_table = np.zeros(n_buckets + (n_actions,))

# Ilapamempul 0Oyuenus

# Onpeodenenue ancUIOH-ICAOHOU cmpamezuu

epsilon = lambda i: max(0.01, min(1, 1.0 - math.loglO((i + 1)/ 25))) # Ymenvwenue
9NCUNIOHA C MedeHUueM 8peMeHU

# Onpeodenenue ckxopocmu 00yuenus

alpha = lambda i: max(0.01, min(0.5, 1.0 - math.loglO((i + 1)/ 25))) # Ymenvwernue
cKopocmu 0byueHus ¢ meyeHuem epemeHu

gamma = 0.99 # Koagguyuenm ouckonmuposanus

# Qynxyusa 013 OUCKpemu3ayuu Henpepbi8HO20 NPOCMPAHCINEA COCIOAHU
def discretize_state(obs):

# IIpeobpaszosanue HenpepvlGHLIX 3HAYCHUL COCIOAHUL 8 OUCKPEMHbLE UHOEKChl
KOp3UH

ratios = [(obs[i] + abs(state_bounds[i][0])) / (state_bounds[i][1] -
state_bounds[i][0]) for i in range(len(obs))]

discretized_obs = [int(round((n_buckets[i] - 1) * ratios[i])) for i in
range(len(obs))] # Ilepesoo 6 undexcol KOp3uH

discretized_obs = [min(n_buckets[i] - 1, max(0, discretized_obs[i])) for i in
range(len(obs))] # I'apanmuposanue, ymo uHOeKcobl 6 NPedeaax 3a0aHHO20
ouanaszoua

return tuple(discretized_obs) # Bozepam ouckpemu3uposaniozo coCmosHus Kax
Kopmedica

# Ancopumm Q-odyuenus
num_episodes = 1000
rewards_per_episode = [] # Cnucox 0ns xpanenus nazpao 3a Kaxncowvlil Inu300
epsilon_values = [] # Cnucox ons Xxpanenus 3nauenutl SNCUiIOn
for episode in range(num_episodes):
state = discretize_state(env.reset()) # Hauanonoe cocmosinue
done = False
total_reward = 0 # Obwas nazpada 3a 3nu300
while not done:
# Buibop Oeticmaus ¢ NOMOWbIO SNCUTOH-JICAOHOU Cmpamecuu
if np.random.random() < epsilon(episode):
action = env.action_space.sample() # Cryuaiinoe oeticmsue 0
uccne0oBans
else:



33

action = np.argmax(q_table[state]) # Hcnonvzosanue npedckazanuil Q-
mabauybl

# [Ipumenenue deticmeust u HAOIOOeHUE 3a CIEOVIOWUM COCIMOSTHUEM U
Haepaoot

next_state, reward, done, _ = env.step(action)

next_state = discretize_state(next_state)

# Obnosnenue Q-3nauenus

best_next_action = np.argmax(q_table[next_state])

q_table[state][action] += alpha(episode) * (reward + gamma *
q_table[next_state][best_next_action] - q_table[state][action])

state = next_state # [lepexoo x credyiowemy cocmosnuio
total_reward += reward

# Coxpanenue sHaueHus SNCUIOH U 0Oujell Hazpaodvl 0151 NOCMPOeHUs. 2PpAPuUKos8
epsilon_values.append(epsilon(episode))
rewards_per_episode.append(total_reward)

# Bov1600 ungopmayuu o snuzooe
if (episode + 1) % 100 == 0:
print("Episode:", episode + 1)

# 3akpvimue cpedwvi
env.close()

# I[locmpoenue epaghuxa 3navenutl HNCUION
plt.plot(range(num_episodes), epsilon_values)
plt.title('Epsilon Decay')

plt.xlabel('Episode’)

plt.ylabel('Epsilon Value')

plt.show()

# Ilocmpoenue epaghuxa nazpao 3a 3nu300
plt.plot(range(num_episodes), rewards_per_episode)
plt.title('Rewards per Episode’)

plt.xlabel('Episode’)

plt.ylabel('Total Reward')

plt.show()

# Coszoanue DataFrame ons Q-mabauybl
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q_table_df = pd.DataFrame(q_table.reshape(-1, n_actions), columns=[f"Action {i}"
foriin range(n_actions)])

q_table_df.index.name = 'State’

print("\nQ-table:")

print(q_table_df

PesynpTaThl paboOTHI IPOrpaMMBI TIPEACTABIICHBI HIXKE.

I'padmk wm3MeneHust 3HaueHus oSncwioH (puc.l7) JIEMOHCTPUPYET
YMCHBIIIEHHE BEPOATHOCTH CIyYallHOTO BBIOOpa NEWCTBHA B MpoOIecce OOYUICHUS.
3TO CBS3aHO C TEM, YTO arcHT C TCYCHHEM BPEMEHHU OOJIBIIE MOJIaracTcs Ha CBOU
MIpeaCcKa3aHusl.

IMocite kaxa0To0 3MHU30/1a BEICYUTEIBAEM OOIIYIO HATPaay Ui areHTa HCXOMS
13 UTOTOBBIX MAPaMETPOB CUCTEMBL. [ paduk MoKa3bIBaeT KaKyro Harpamay MOdydu
areHT 3a KaX/IbIi OTJEIbHBIN ATTN30/1

ATEHT CTPeMHTBCS JepkaTb IIECT B PAaBHOBECHH, YTOOBI MOJIYYHTH
MakcuManbHyo Harpaxry (500).
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Pucynok 17 — I'padhuk M3MEHEHHS STICHIOH

CHmKeHHe HaKJIOHAa (3MCWIIOH) IIecTa MPOUCXOIUT C KaXKABIM 3IH30]I0M,
Onarozapsi SMCHIIOHO-KaAHON CTPaTeTHH, UCIOJIB3yEeMOH B KOZIe

I'paduk Harpan 3a smu307 OTOOpakaeT, Kak oOlas Harpaja 3a dIH30[]
n3MEHsIeTCs B mporiecce oO0ydenus. Llenp coctonT B TOM, 9TOOBI MaKCHMH3HPOBATh
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9Ty HArpajy, 4TO yKa3bIBaeT Ha YJydYlIeHHE MPOWU3BOAMUTEIBHOCTH areHTa B 3ajad4e
(puc.18).

Rewards per Episode

:

tal Reward

200 1

/O 200 400 600 800 1000

s Episode
Pucynox 18 — I'padux Harpan

O10T rpaduK NOKa3bIBacT, KaK MHOTO HarpajJ IOJydal areHT Ha pas3HbIX
sTanax. ['paduk nmMeeT MHOXKECTBO Pe3KUX CKaukoB okojio 200-ro smmzonga. ITo
CBSI3aHO C TEM, YTO MOJETh MOYTH TomobOpana Beca IS COCTOSHHUS PAaBHOBECHS
(500), HO MHOT /1A OHA €ro TepsieT MpH noAdope ITHX nmapamerpos (0).

W3 puc.18 Buano, uto mo 160(mpuMepHO), OH MOIy4ald OUYCHb MAaJICHBKHE
Harpajsl, 9TO TOBOPUT O €r0 CIyYalHBIX U HE 00yMaHHBIX ACHCTBUSX.

B npouecce 00yuenus, HaunHas ¢ npuMepHo 160, areHT HauMHaeT noJ0uparThb
OoJtee TpaBWIIBHBIC IEHCTBUS M TOJIyYaeT 3a 3TO BCE OONBIIYIO HArpaay, HO Jaxe,
KOrja OH JOXOAWT OO0 MAaKCHMalbHOW Harpaabl, HMEIOTCS BBIOPOCHL.  OTO
MIPOUCXOAUT M3-3a TOTO, YTO BEPOSATHOCTh CIydaifHOTO AeicTBus Onm3ka k 0, HO He
pasHa 0.

Jns 3000 sn113010B pe3yabTaThl IpuBeAeHbl Ha puc.19 u puc.20.

B rtewemme 3000 SmM3070B  anTOpPUTM  JIOCTHTaeT MHKAa  CBOEH
MIPOM3BOAUTENEHOCTH TpuMepHO mocine 200 »smm307a, OJHAKO —IMPOJOIIKACT
HCCIIEI0BATh OKpYXKawIlylo cpeay 1o mnpumepHo 2500 smuzoma. DTO MOXKET
CBHJICTEIBCTBOBATh O MEPEOOYUEHUH, MOCKOJIBKY areHT MPOAOJIKAET HUCCIEN0BATh,
HECMOTPSI Ha TOCTIDKEHHUE ONTHMAIBHON CTPaTeTuH.

s 6000 o01mux Harpaa pe3yabTaThl IPUBEIeHBI Ha prc.20.

CpaBHUTH TUHAMHKY CTpaTeTHH OOYHYCHHs NPH YMEHBIICHHH YHCIA OOIINX
Harpaz (c 6000 go 500) moxxHO, aHanu3upys puc.20 u puc. 21.
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Pucynok 19. — I'padux n3menenns sncwmion At 3000 smu30108

Rewards per Episode
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Pucynok 20. — I'paduk Harpazx amst 3000 snu3010B npu o01eM
koymuectse Harpaa 6000
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Rewards per Episode
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Pucynok 21. — I'paduk narpan s 3000 51130108 nipu o01ieM
komuecTBe Harpaa 500

Hns 5000 »snu3010B pe3ynbTaThl MPEACTABICHbI COOTBETCTBEHHO Ha pHC.22. U
puc.23.

Epsilon Decay

1.0 A

0.8

o
o
s

Epsilon Value
o

~

s

0.2 A

0.0 A

0 1000 2000 3000 4000 5000
Episode

Pucynoxk 22. — I'padux n3menenus sncuioH a1t 5000 snu3010B
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Rewards per Episode

500 A I T |
400 +

300 +

wLal e ald

200 4

100 A

T T T T T
0 1000 2000 3000 4000 5000

Pucynok 23. — I'padux Harpan mmst 5000 30130708 mpu 001IeM

Ha puc. 24 npuBenena Q- tabnuma. Tabnmuma — Moka3bIBaeT  BO3MOXKHBIE
COCTOSTHHS ITapaMeTPOB CHCTEMEI (State) u neHCcTBYsL, MPeNIPUHIMAEMbIC arcHTOM B
KaKJIOM W3 COCTOSHHM, T.€. TOJYOK BiIeBO Wiu BrpaBo (Action 0 mmu Action 1).
DataFrame Q-TaOnuibl TO3BOJSET BHU3yaTU3UPOBATH OLEHKH Q-3HAYCHWH ISt
KaXJIOTO COCTOSIHASL U KaXKAOrO BO3MOXKHOIO JeHCTBUS. DTO  MO3BOJISIET
AHAJIM3UPOBATh, KAKNEC HeﬁCTBHH TPEATTOYTUTEIIBHEES U KaXKI0TO COCTOSHUA.

3TO MOKHO YBHIETh Ha KaXIOM H3 I'pauKOB, 9YTO CHCTEMa B ATOT MOMECHT
MOHsIA, KaK MOJCPKUBATh PABHOBECHE.

Monenb oOydanach MyTéM TOA00pa HEOOXOMUMBIX JEHCTBHE B KaXJIOM U3
COCTOSTHHH, B KOTOPOM OHa MOTJIa OKa3aThCs.

Takum 00pazoMm, OHa MOMKET M3 JIOOOTO COCTOSHUSI BBIUTH B COCTOSHHE
paBHOBecCHS IyTEM JICHCTBHUI, KOTOPHIN OHA 1ToK00paia u 3aHecia B Q-radmuiy.
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Q-table:

Action® Actionl
State
0 0.000000 0.000000
1 0.000000 0.000000
2 0.000000 0.000000
3 22.388378 29.202378
4 8.293941 26.792655
5 0.0600080 0.000000
[ 99.999840 99.194777
7 99.999845 99.998925
8 99.933841 99.999844
9 99.999844 99.923182
10 99.998707 99.999845
11 99.406640 99.999840
12 1.116897 0.000000
13 40.765859 30.051761
14 38.670990 41.109025
15 0.000000 0.000000
16 0.000088 0.000000
17 0.000000 0.000000

Pucynok 24 — Q- tabnmma
3.4. Bonipochl K 3amuTe JadopaToOpHOii padoThI

1) TlosicHuTe anropuUTM KIIACCHYECKOM 3a1a4un 00yUeHUS C MOJKPEIUICHHEM.

2) C kako# NeNbI0 TPOBOJUTCS aHAIU3 TIpolecca OOy4YeHHs CeTed W Kakue
JICUCTBUSI MOTYT OBITh IIPEANPUHSATHI 110 PE3yIbTATaM TAKOTO aHajIu3a?

3) IepeuncnuTe anropuTMBI 00Y9IEHHSI HSHPOHHBIX CEeTeil.

4) TlosicHUTE CTPATETHIO ANTOPUTMA «DTICUIOH — JKaHOCTHY.

5) J1i1st 4ero BBINOJIHAETCS TUCKPETU3AINS IPOCTPAHCTBA COCTOSIHUM?

6) Kakune mapameTpsl HCTIOIB3YIOTCS JUIS OIICHKH KadecTBa paboThI ceTu?

7) KakoBbl OCOOGHHOCTH HCIONB30BAHUS KOJMYECTBEHHBIX M TOYHOCTHBIX
METpPUK?

8) Korma mpumeHseTcst MeTpHKa U KaKie OHAa IMEET OTPaHNYCHHS?

9) Ilepeuncnute OCHOBHBIC YCIIOBHS U IEPEMEHHBIC IaHHOH 3a1a4u.\

10) TIlosicHuTe Ha3HA4YeHHE MCHONB30BAHHBIX OMONMOTEK gym, numpy, math,
matplotlib n pandas
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11) TlepeuyuncnuTe mapaMeTphl 3aMycka CO3JJaHHON MPOTPAMMBI.

12) OOBbscHHTE, HA YTO BIUSIOT BEIOPAHHBIC 3HAYCHUSI OCHOBHBIX ITaPaMETPOB.

13) B xakoM ciyuae MpoOBOJUTCS MPOIECC A000yueHHs Mojenu cetu? B uem oH
cocrour?

14) Ilo xakuM napamerpam MOXHO OLEHUTH 3()(PEKTUBHOCTH OOy4YEHUs ceTeid
pa3HOI apXUTEKTYPHI?

15) Kak Biuusiet pa3mep JaTacera Ha KauecTBO 00y4YeHHUs] HEHPOHHBIX ceTei?

3.5. Cnucok pekoMeHIyeMoii JTuTepaTyphl
1) Xaiikun C. Heitponnsle cetu. Ilomubiit xkypc — 2-e usa. Ilep. ¢ anrm. — M.:
Wznatenbckuii gom Bunbsmc, 2006. — 1104 c. [On. pecype JURL:
https://books.google.ru/books?id=LPMr0iAOmuwC&printsec=copyright&hl=ru&sou
rce=gbs_pub_info r#v=onepage&q&f=false Pesxum nocryna: cBoOGOAHBIH .
2. PytkoBckas ., [Tununabckuit M., Pytkosckuil JI. Heliponnsle cetu, reHeTUUECKUE
aNropuT™Mbl U Hedetkue cucremsl. Ilep. ¢ monbeckoro M.JI. Pynunckoro — 2-e usfg.,
crepeotun.-M.: I'opsiuast munust - Tenexom. 2014.-384 c.
3. Kamnman P. OcHOBHBIE KOHIIENIINK HEHPOHHBIX ceTeil — M3marenscTBO: Brubsamc,
2002 r.
4. PomanueBa H.U. MammnHoe oOyueHne u HelpoHHble ceTu. Heiiponnsie ceru/
Vuebnoe mocodue.- M.: MI'TY T'A, 2025.- 80c.



